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ABSTRACT

MEASURING AND MODELING INVESTMENT BEHAVIOR IN A SOCIAL NETWORK

June 2012

Alexander E. Dusenbery

Directed by

Duc A. Tran, Assistant Professor

Over the past decade, a great deal of research has been done on the dynamics of complex networks, particularly in the realm of social networks. As online social networks (Facebook, LinkedIn, etc.) have exploded in popularity, a deluge of data has become available to researchers, providing detailed histories of online social interaction. A growing number of small-scale online networks aimed at certain niche groups of users have also sprouted up, providing a richer context for the study of social network dynamics. One such network is Currensee, which provides a social platform for investors in the foreign exchange market. Through the dataset provided by Currensee, we are able to study the investment activity of investors who participate in a social network focused on their investment decisions. Furthermore, we can examine the aggregate investment activity of this network in relation to general financial market volatility. After discovering an interesting relationship between between market volatility and a certain measure of
behavioral finance ("herding"), we lastly aim to simulate this type of investment network, allowing us to control for network topology, and thus examine the impact of network topology on the aggregate behavior of the investing agents composing said network.
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CHAPTER 1

NETWORK DESCRIPTION AND ANALYSIS

1.1 Introduction

This thesis focuses on the analysis of a dataset describing the investment and online social behavior of a set of individuals who are members of the online social network, Currensee. It also presents an agent-based model of this network and its dynamics, through which we explore how an interesting property of the network’s dynamics change with respect to changes in the network’s structure. The approach is quite interdisciplinary in nature: standard tools of social network analysis (SNA) are used to describe the topological properties of the network from our dataset, while extensive examination of a particular property from behavioral finance, “herding”, is made in the context of our dataset, as well as in the simulation of our agent-based model. The aims of this thesis are the following:

1. To provide a unique case study of a type of social network not previously studied.

2. To apply a concept of behavioral finance to this dataset and measure the extent to which this type of behavior occurs in the network.

3. To simulate a network with properties similar to the real network and observe the changes in investment behavior with respect to changes in the network’s structure.
The foundation of complex network research is classically attributed to the work of Erdős and Rényi and their random graph model [ER59]. In this model (ER), nodes in a network are joined by an edge according to some fixed probability. Thus, the degree distribution of a random graph approaches a Poisson distribution, in which most nodes have a degree that is close to the average node degree. More recently, it has been observed that many real networks diverge from the ER model. In some real-world networks, notably social networks, node degrees tend to follow a Power-law distribution, where, for large degree $k$, the fraction of nodes in the network having this degree is $P(k) \propto k^{-\alpha}$, where $\alpha$ is the power-law exponent of the degree distribution.

Over the last decade, researchers have become increasingly interested in the study of online social networks (web-based platforms composed of users in often diverse physical locations). Extremely popular websites like Facebook or LinkedIn are a very convenient medium in which to keep in touch, find new friends, or search for employers. The availability of data from such platforms has provided a means to examine some of the sociological properties of these networks. This is important because the interactions of individuals in a large social space can provide insight into the dynamics upon which human social interaction is built.

The dataset focused on in this thesis is from Currensee, an online social network aimed specifically at foreign currency exchange traders (Forex). The primary incentive for an individual to join the Currensee network is to share their trading activity with others in the network (this is, in a sense, similar to the idea of users sharing videos on YouTube). A user may see, in real-time, the Forex trades (also referred to herein as “positions” or
“investments”) being placed by any of their friends in the network. Thus, our dataset provides the unique opportunity to study social network dynamics and structure in the context of the investment behavior of the network’s participants.

Adamic et al. presented one of the first empirical studies of online social networks (the Club Nexus website of Stanford University) [ABA03]. A series of work analyzing popular online social networks (Orkut, Flickr, YouTube, and Facebook) is presented in [MGD06, VMCG09, MKG+08, MMG+07]. Each of these works found that the respective networks exhibit small-world and scale-free properties, consistent with the preferential attachment model [BA99]. We will similarly analyze the Currensee network and determine if it, too exhibits the properties of a small-world network with a scale-free degree distribution.

The evolution of user activities in online social networks has also been thoroughly investigated. The activity networks of Facebook and Cyworld have been studied in [VMCG09] and [CKE+08], and in [LH08] the authors studied user communication patterns in an “Instant Messenger” network, using a dataset that contained over 300 billion messages. Each of these studies concluded that homophily is a driving force in user interaction, with a strong tendency for similar users (similar in location, sex, age, and the like) to interact with one another. In the analysis presented in this chapter, the tendency for users with similar investment activity and success to interact with one and other will be analyzed.
1.3 The Currensee Dataset

The social network of Currensee is composed of people who invest in Forex markets and have linked their brokerage accounts (i.e. the outside accounts through which they perform their Forex trades) to Currensee. Thus, the investment activity of a member of this network is displayed on Currensee for others (often those with whom a user has formed an online friendship link) to observe. This is the primary activity of the Currensee social network, although many of the other traditional activities of online social network are available to users: sending private messages, posting in public forums, sharing pictures, and so on. A user may also utilize a public profile to display personal information, publish the strategies she is using for a given position, and track the performance of her or others’ trading performance over time.

Our dataset spans the range from the formation of the network in early 2009 through November 30, 2010. We will consider the time at which a user completed his registration to be the time at which he entered the network. The dataset does not reflect the time at which friendship links were formed; therefore, we consider links to have formed between two friends \( u \) and \( v \) at the time when user \( u \) sent a friendship request message to user \( v \) (or visa versa).

1.4 Analysis

In this section, the general topological properties of the Currensee network are examined, as well as the distribution of some user activities. All calculations of power-law exponents use the fitting algorithm of Clauset et. al [CSN09]. As this particular network is still fairly young and contains a relatively small number of users, we expect to see patterns of drastic
changes during the network’s early formation giving way to gradual changes or stabilization as the network grows. Note that a portion of this dataset was analyzed in [DNT12].

In what follows, we refer to the underlying graph of a social network as $G(V,E)$, where $V$ is the set of vertices of $G$ and $E$ the set of edges connecting the vertices. We consider $G$ to be undirected. Furthermore, we define $n = |V|$ and $m = |E|$. 

1.4.1 Structural Properties of the Network

The social degree of a user is defined as the number of friendship links in which that user takes part. While the network is relatively small, we expect to see a degree distribution that approaches a power-law distribution. Figure 1 plots the social degree distribution as well as the associated power-law exponent, $\alpha$, for the minimum considered degree $x_{\text{min}}$ ranging from 0 to 100. Generally, a network’s degree distribution is said to follow a power-law distribution if $2 \leq \alpha \leq 3$. We see that this property holds for the Currensee network only when we take $x_{\text{min}} \geq 40$ (roughly).

We define the diameter of a graph $G$ as the average shortest path length from node $u$ to node $v$ for all $u,v \in G$. Since the Currensee network is generally not connected (Figure 2b), we measure the diameter as the average shortest path length over nodes in the giant component of the network. The giant component almost always accounts for 99 percent or more of the network, so this gives a very close approximation. Figure 2a shows that the diameter of the network increases steadily until about 15000 edges have formed in the network, at which point it appears to converge to around 3.0, which is consistent with the properties of a small-world network.
Figure 1: Distribution of user social degree with corresponding plot of power-law exponents varying by minimum degree considered.

Figure 2: Average shortest path length of the giant component of the Currensee network.
Figure 3: Network Density and Degree Assortativity.

The density of an undirected graph $G$ is defined as $2m/n(n-1)$; that is, the density of a graph measures its completeness. A graph with 0 edges has density of 0 and a complete graph has a density of 1. Figure 3a shows the density of the Currensee network as a function of the number of edges in the network. It’s not surprising that the density decreases very quickly and approaches a value less than 0.01.

An important metric of complex networks is the assortativity (or homophily), which measures the degree to which nodes in a network share edges with other nodes of similar degree. One consequence of this preference is that highly connected nodes tend to form links with other highly connected nodes. This preference for degree similarity exhibited by a graph’s nodes is often referred to as assortative mixing, as it concerns the tendency for individual nodes to pair with nodes of a similar ilk. Thus, we’ll call the actual measurement of homophily in the network the network’s assortativity coefficient. As Newman points out in [New03], for an undirected graph, assortativity can essentially be measured using Pearson’s Correlation Coefficient. Figure 3b displays the assortativity
coefficient, which shows a sharp jump within the formation of the first 5000 edges. Importantly, the Currensee network exhibits disassortative mixing, as indicated by a negative assortativity coefficient. This negative coefficient more closely resembles the mixing patterns seen in technological (e.g. a client-server architecture) and biological networks, rather than the positive coefficient generally seen in traditional social networks [New02]. An important consequence of this disassortativity is that the network (or its giant component) is less robust to the removal of vertices [New02]. So, while networks that have power-law degree distributions are generally prone to “attack” via the removal of highly connected nodes, matters are even worse in the case of this disassortative network.

Many networks display a tendency for link formation between neighboring vertices, which is usually referred to as clustering [WS98]. This tendency leads to dense local neighborhoods, in which many neighbors of a single node tend to be connected themselves. Two common measures of the degree of clustering within a network are transitivity and the average clustering coefficient. Transitivity is defined as the ratio of all possible triangles in a graph which are in fact triangles. A possible triangle, or “triad”, is a set of two edges, \((u,v)\) and \((w,v)\) that share a vertex, \(v\). If we also have \((u,w) \in E\), then the three edges form an actual triangle. Thus, over a graph \(G\), we can define transitivity as

\[
3 \times \frac{|\text{triangles}|}{|\text{triads}|}.
\]

For a complete network, the transitivity is 1.0, and for an empty network it’s 0.

We define the clustering coefficient of a vertex as

\[
c_v = \frac{2T(v)}{d(v)(d(v) - 1)}
\]
(a) Network Transitivity  
(b) Average Clustering Coefficient

Figure 4: Average Clustering Coefficient and Network Transitivity

where \( T(v) \) is the number of triangles around \( v \) and \( d(v) \) is the degree of \( v \). This is just the fraction of possible triangles that actually exist around \( v \). Thus, the average clustering coefficient is

\[
C(G) = \frac{1}{n} \sum_{v \in G} c_v
\]

and also attains values between 0 and 1.

Figure 4 gives the network transitivity and average clustering coefficient. Both exhibit a similar pattern of decreasing quickly as the first 5000 edges form in the graph and then appear to converge. The average clustering coefficient tells us (after a sufficient number of link formations) that an average node has about 25 percent of possible triangles in its neighborhood. Similarly, the transitivity plot shows that about 5 percent of all possible triangles in the social graph actually exist. This suggests that the network is composed of many local cliques which are likely connected by very high-degree hubs.
1.4.2 User Activity

We evaluate some of the user activity in terms of:

- The distribution of sent and received private messages.
- The distribution of site logins.
- The trade count distribution.

A user may send a private message to another user in the Currensee network whether a friendship link exists between the two or not. Figures 5a and 5b show the distribution of sent and received messages, respectively. Note that only the distribution of received messages, with value $\alpha = 2.6397$ for $x_{\text{min}} = 11$ is technically a power-law distribution (that is, $2 \leq \alpha \leq 3$). The distribution of sent messages does not quite fit this requirement. For comparison, note that a power-law distribution is also observed in the message activity of Facebook [NT09].

Figure 5c shows the distribution of logins (that is, a pure count of the number of times a user has logged-in to the Currensee web application) in the network. This distribution is nearly power-law, with $\alpha = 1.89$. We also have the distribution of user trades\(^1\) in figure 5d. This distribution has the lowest “power-law exponent”, with $\alpha = 1.2068$. Note that the several users who have executed over 10,000 positions likely make use of some automated-trading software for high-frequency trading.

\[^1\]The term “trade” here is synonymous with “position”: an investor may initiate a long position on the EUR/USD at time $t$ and close this position at some later time, $t + k$. Although two separate orders have to be placed in this scenario, it constitutes a single position. Note that, in more complex scenarios, such as a user closing half of his initial order (akin to selling half of the shares he currently holds) at time $t + j$, the business logic of Currensee’s application records two different position “objects”, one long position that is marked as closed at time $t + j$ of half the original buy order size, and another also of half the original size that remains open.
Figure 5: Distributions of User Activities.
CHAPTER 2

HERDING IN THE DATASET

2.1 Background

Our dataset contains information on the links established between users of a network, as well as the trading history of each of the users in the network. Given this data, it is natural to ask what effect these social ties between users have on the investment behavior exhibited in the network. It has been suggested previously that institutional traders (i.e. fund managers) exhibit a certain “copycat” tendency in their trading behavior, whereby traders observe the trading behavior of other traders they know and use this information to determine the buying or selling of stocks, rather than basing their investment decisions on only their independent beliefs about a given instrument. This behavior is usually referred to in behavioral finance literature as “herding” and is thought by some to result in unstable stock prices, increased volatility, and the emergence of investment bubbles.

It is typically the case that institutional investors have access to the order history of other institutions, so in that realm, it makes sense to consider herding behavior as a market force, especially given the volume of orders placed by large financial institutions. One may wonder to what degree individual traders display herding behavior, if at all. This is generally hard to ascertain, since we usually cannot determine for some set of individuals,
whether those individuals have access to the investment decisions made by other individuals in the same set.

In our dataset, we know the friendship ties that exist between all traders in the network. Since this network allows a member to see the real-time trading history of any of that member’s friends, we can assume that there is a level of shared information at least as prevalent as that among institutional traders. Therefore, we can determine if herding behavior occurs in a network of individual foreign exchange traders.

Individual foreign exchange traders, or even small foreign exchange trading businesses, account for only a small fraction of the total volume exchanged daily in foreign currencies, so we do not expect herding behavior to actually cause exchange price destabilization or investment bubbles. Rather, we are more interested in observing how the herding behavior among individual traders fluctuates in response to the state of the market (or really, several markets) as a whole.

2.2 Measurement of Herding

Lakonishok et al. performed one of the first evaluations of herding behavior among institutional investors [LSV92]. This study concluded that the level of herding among institutional investors is relatively low, and that this behavior does not significantly effect stock prices. It also provided a simple measure for assessing the level of herding among a group of investors. They provide an illustrative example along these lines: suppose that, in a given quarter, if we look across all stocks traded by all of the money managers among a group of institutions, half of the changes in holdings (every trade is a change in holding) of stocks are increases and the other half are decreases. Now, suppose that half of the
traders in this group had a net increase of holdings of most stocks in their portfolio, while the other half of traders had a net decrease of holdings of most stocks in their portfolio. That is to say, over some period, any one trade of a stock has an equal probability of being a buy (increase in holding) or sell (decrease in holding), and that among all of the traders in a group, half were net buyers and the other half were net sellers. In this scenario, we would say that there is no herding (or at least no measurable herding) among this group of traders and the set of assets which they invest in.

In another scenario, suppose still that any given trade in a period has an equal probability of being a buy or a sell. Now, however, let us assume that 70% of traders in the period were net buyers, and the other 30% were sellers of several assets. Also, for other assets, assume that 70% of the traders had a net decrease in holdings and the other 30% had a net increase in holdings. This is a scenario in which herding occurs - the distribution of buy transactions and sell transactions of a given asset is far removed from what we would expect, given the equal probability of a single transaction to be a buy or sell.

While the above example is in terms of stocks traded by institutional investors, we can just as easily apply it to individual foreign exchange investors. We consider currency exchange pairs (for example, the Euro(EUR)/U.S. Dollar(USD) or U.S. Dollar/Japanese Yen(JPY)) as the instruments being bought and sold, and consider an investor to be a net buyer of a currency pair for a given period if the total volume of buy (sometimes referred to as “long”) trades exceeds the total volume of sell trades (also known as “short” trades), and similarly for net sellers. While the period over which herding is measured among institutional stock traders is usually a quarter, the frequency of trades made by the foreign exchange investors in our dataset is very high, so we typically consider a period of a single trading day.
For a period $t$, we define $B_t(i)$ as the number of net buyers of instrument $i$. Similarly, $S_t(i)$ is defined as the number of net sellers of instrument $i$ in period $t$. If there are a total of $n_{it}$ transactions involving instrument $i$ in period $t$, then we define the *buy ratio* $br_i(t)$ as the ratio of buy transactions of $i$ relative to the total number of transactions of $i$ over $t$. That is,

$$br_i(t) = \frac{b_i(t)}{n_{it}}$$

where $b_i(t)$ is the number of buy transactions of $i$ occurring during $t$. Since the number of net buyers $B_t(i)$ follows a binomial distribution, $br_i(t)$ is a binomially distributed random variable. Now, if we think about the probability of an individual investor buying a certain instrument in some period, we can see that this probability $p_{it}$ is determined by the probability of buying any instrument in time $t$ in addition to the degree of herding for the instrument $i$ in time $t$. In other words, any individual buys an instrument during some period according to whatever the overall probability is of that instrument being bought, plus whatever effect the degree of herding has on buying that instrument in that period. We define the probability of buying $i$ during time $t$ as

$$p_{it} = br_t + h_{it}$$

where $br(t)$ is the total buy ratio of all stocks at time $t$ and $h_{it}$ is the degree of herding for instrument $i$ at $t$.

The total buy ratio $br(t)$ for a period is just the average of the buy ratio for each instrument in question over that period:

$$br(t) = \frac{\sum_i br_i(t)}{\sum_i n_{it}}.$$ 

The idea behind the measure of herding presented by Lakonishok et al. is to measure how different the observed probability of buying an instrument $i$ is from the overall probability
of buying any instrument during a period compared to the expected value of that difference. Thus, the degree of herding for $i$ at $t$ is defined as:

$$h_{it} = |br_i(t) - br(t)| - E[|br_i(t) - br(t)|].$$

This second term, the expected value of the difference between the buy ratio of $i$ and the total buy ratio, is included for the following reason: suppose that there is no herding effect at all in a period. It is still extremely unlikely that the difference between the probability of a trader buying a particular instrument and the probability of a trader making a buy transaction of any instrument will be zero, particularly when the number of buy transactions on instrument $i$ is relatively small. Thus, we include this term to account for the variance in the number of transactions. As the number of transactions grows larger, this term will tend toward zero. Since $br_i(t)$ is a binomially distributed random variable, and we have $n_{it}$ transaction observations over $t$, we can calculate this expected difference as [Kre10]:

$$E[|br_i(t) - br(t)|] = \sum_{k=0}^{n_{it}} \binom{n_{it}}{k} br(t)^k (1 - br(t))^{n_{it} - k} \left| \frac{k}{n_{it} - br(t)} \right|.$$ 

### 2.3 Empirical Herding Results

For this dataset, herding is measured daily from June 1, 2009 through November 29, 2010. A subset of the 5 most commonly traded currency pairs is considered, which pairs are the EUR/USD, USD/Canadian Dollar(CAD), Great Britain Pound(GBP)/USD, Australian Dollar(AUD)/USD, and USD/JPY. For each trading day, we compute $h_{it}$ for each of these instruments, and then a weighted daily average $h_t$, where the weights correspond to $n_{it}/n_t$, the ratio of the number of transactions of instrument $i$ on day $t$ to the total number of transactions on day $t$. Following other studies of institutional herding, $h_{it}$ is only
computed if \( b_{it} \geq 5 \). The weighted average of \( h_i \) over all of the days in the data range above, which will be denoted \( \hat{H} \), is 2.06\%, with a standard error of the weighted mean of .0017 (\( \hat{H} \) is weighted by \( n_i \)). Thus, for every 100 transactions made by individual traders in our network, 2 more of those transactions landed on the same side of the market than compared to a situation in which no herding occurred. While this might seem low, it is not unexpected. As Lakonishok points out, in the foreign exchange market (or any market) as a whole, there cannot be any herding, as for every share of an instrument bought, there is one share that is sold.

In this section, we first study the way in which mean daily herding values relate to volatility in financial markets. This should give some sense of how individual herding behavior changes with respect to aggregate market conditions.

### 2.3.1 Herding in Relation to Market Volatility

We would like to see how the level of herding in the network changes with respect to market volatility. We would like to know if herding increases in times of high volatility, if it decreases during times of high volatility, or if there is no relationship between herding and market volatility. We consider 3 volatility indices: the VIX [Wha09], which measures implied volatility in the S&P 500; the CVIX, which is a cross-section version of the VIX; and the VXY, which measures implied volatility in the currencies of the G7. Figure 6 shows each of these indices over a time period covering the span of our data set. In order to examine the relationship between these volatility indices and the mean daily herding values of the social network, the mean and median of the mean daily herding values on days where the volatility indices fall within certain ranges has been plotted.
Figure 6: Daily volatility indices from January 1, 2009 through December 31, 2010.

Figure 7: Plot of the Mean and Median of Mean Daily Herding values on days in which the VIX index fell between different minimum and maximum values, with a distribution of VIX index values within the same ranges.
Figure 8: Plot of the Mean and Median of Mean Daily Herding values on days in which the VXY index fell between different minimum and maximum values, with a distribution of VXY index values within the same ranges.

Figure 7 shows mean daily herding values tending to decrease, at least to a point, as the VIX volatility index increases. Mean daily herding measures do increase sharply when VIX levels are between 40 and 45, but given the small number of occurrences of VIX values in this range, and the drop to a modest herding value when the VIX is at the maximum of its distribution, it is hard to gauge the significance of this measurement. Mean daily herding values are slightly greater than $\hat{H}$ when the VIX is closest to its average value.

Figure 8 shows mean daily herding values decreasing to a point as the VXY index increases. In this case, the highest mean and median of the mean daily herding measures occurs when the VXY index is near its minimum. Mean herding approaches $\hat{H}$ when the VXY is near its maximum. Again, we see that the mean of mean daily herding is slightly
greater than $\hat{H}$ when the VXY level is close to its average (although the median of mean daily herding is less than $\hat{H}$ in this range).

Figure 9 shows that the case of herding in relation to the CVIX index is similar in behavior, if not more pronounced, to the case of the VXY index. Again, the highest mean and median of mean daily herding occur when the CVIX is near its minimum, with herding decreasing as the CVIX index increases until volatility level near their maximum.

Figures 7, 8 and 9 each tell a similar story: when market volatility levels are near their average, mean daily herding is slightly greater than $\hat{H}$, and mean daily herding values are at their lowest when market volatility is significantly greater than its average. The decrease in herding during times of higher volatility agrees with some previous studies of investor herding. It has been found that Lakonishok’s measure of herding decreases
among investments in volatile Portuguese mutual funds [LS07]. The authors of this study suggest that this may occur because higher volatility results in new information being available to investors, so that investors rely less heavily on their knowledge of how other investors are behaving. If this is the case, then herding should occur to a lesser degree. As a counter-point, the authors of [HS01], using their own measure of herding, find that herding “toward the market portfolio” occurs more strongly in the US, UK and South Korean stock markets when there is greater volatility in those markets.

2.3.2 Trading Volume and Market Volatility

To get a more precise notion of the significance of our herding results, we need to examine the aggregate level of trading activity in relation to our measures of volatility. This can be accomplished most simply by measuring the daily volume of trades in our network and comparing it to daily volatility. We define the daily volume to be the sum of the volumes of all positions opened on a given day.

Examining the relationship between trading volume and volatility does not tell us much about our herding results on its own: we will see that, for our relatively small set of individual investors, daily volume will decrease on days in which volatility is high. However, looking ahead, we will be able to combine what we know about this relationship with the relationship between herding and volume to extract more meaning from our results on herding in relation to volatility.

As figures 10b, 11b and 12b show, the trading volume in our dataset generally decreases on days in which volatility is high. This suggests that investors in the network

---

1 It may seem more intuitive to define the daily volume in terms of the sum of the volumes of the orders that are filled on a particular day. However, since our herding measurement is defined in terms of positions (that is, net sum and direction), representing volume in terms of position size is more representative.
Figure 10: Daily volume in relation to the VIX volatility index. There is a negative correlation (-0.2654) between daily volume and the VIX volatility index in our dataset, which is apparent from examining the mean daily volume in relation to values of the VIX.

Figure 11: A modest negative correlation (-0.3140) exists between daily volume and the CVIX index. This is clear from (b), in which we observe that mean daily volume decreases with increasing values of the CVIX index.
Figure 12: The VXY Index and daily volume are similarly negatively correlated (-0.3130). Mean daily volume with respect to the VXY shows characteristics similar to that of the CVIX.

behave in a risk-adverse manner, pulling back on investments when economic uncertainty is more prevalent.

Now, we’re generally concerned with the level of information available to investors in the network. Every position taken by an investor in our network is a piece of information that can be used by another investor in the network in forming their own investment behavior (given of course that the positions of the former are visible to the latter). While high levels of market volatility may reflect an influx of public information into the markets (in the form of news reports and like), we see from the above results that in times of high volatility, there is less social information being propagated through the network.

Given this, we may suspect that the driving force behind herding behavior in our network is really trading volume: when volume is low, the level of available social
Figure 13: There is little to no correlation between the daily volume traded by our group of investors and the level of herding behavior observed among the group.

information is low, and thus there are fewer opportunities to engage in herding behavior. To determine if this is actually the case, we examine the correlation between daily volume and mean daily herding.

Figure 13 does not exhibit any strong connection between herding and daily volume in this network (note that the greatest volume range, where daily volume is greater than $3.0 \times 10^8$, contains only a single data point). While the lowest of the average herding values occurs for a range of smaller volumes, there’s no clear trend at other volume ranges of herding levels increasing or decreasing strictly in relation to daily volume.

While it may be the case that herding behavior occasionally contracts due to lower levels of social information, the results of figure 13 indicate that there is little to no correlation between daily volume and the level of herding behavior. Therefore, while the amount of information available may be one factor in determining the aggregate level of
herding behavior, it appears that market volatility alone is a stronger herding predictor at the level of individual investment. Thus, in periods of high market volatility, even if investment activity among a group of investors is pronounced, we may fairly expect that the degree to which the group herds toward the market portfolio is less than in a period of lower volatility.
CHAPTER 3

HERDING IN A SIMPLE AGENT-BASED MODEL

It's difficult to ascertain the relationship between the degree of herding and different network statistics in the Currensee dataset. Examining subgraphs of the network which are segregated by the statistical properties of the individual nodes in the subgraph is not very fruitful. Furthermore, this does not yield any insight into how different network structures effect the degree of herding behavior. Since there is no real, readily-available data containing individual trading history in social networks of fundamentally different structures, I’ll instead attempt to investigate the above-mentioned relationships through the use of a simulated network model.

The field of agent-based computational finance has expanded in the last several decades as research in finance has become more scientifically rigorous. This field utilizes computational power to model artificial financial markets in cases where an analytical solution would not be possible. The main draw of these computational models is that they can simulate a market where the agents acting in the market differ in many ways. Different agents may possess different levels of information, process information to varying degrees, react to risk and volatility in different styles, and so on [LeB06].
3.1 Model Motivation

The agent-based model that we will use seeks to answer the question of how the degree of herding in a network of connected agents is affected by the topology of the network. I am not at all trained in economics or finance, and as such, I have aimed to develop as simple a model as possible. Furthermore, so that the model might maintain at least a bit of credibility in the realm of finance and economics, I have based the basic trading behavior of agents in the model on the work of Cont [Con07] and Ghoulmie et al. [GCN05]. There are several reasons for choosing this particular model. First, it is straight-forward and easy to understand. As the authors claim, its simplicity lends to greater explanatory power. Second, this model is capable of producing aggregate statistical properties similar to the statistical properties of time series of real financial data.

In the empirical finance literature, a set of such properties which are common across many markets, instruments, and time periods is often referred to as a “stylized fact”. One of the more interesting stylized facts is that of volatility clustering: large changes of asset returns (in either direction) tend to cluster together [Man63]. Furthermore, while it is known that auto-correlations of asset returns are usually not significant, it is the case that the absolute (or square) returns of assets do show a significant, slowly-decaying positive autocorrelation over time ranging from minutes to weeks [Con01]. Lastly, it is noted that trading volume is positively correlated with market volatility, and similar to the slow decay of autocorrelation in volatility, trading volatility exhibits the same type of “long memory” [LV00]. Cont’s model primarily aims to generate realistic volatility clustering properties and suggests a link between volatility clustering and “investor inertia”. In addition to utilizing a simple but believable financial model, it would also be desirable to
include a very simple mechanism for inducing herding behavior at an individual level. The concept of herding is interesting in the context of complex networks because it measures, in a broad sense, the aggregate degree to which individuals connected via a social network are imitating the behavior of others in the network. Therefore, the herding mechanism used in our simulation will simply be a propensity for traders to adopt the trading strategy of one of their neighbors in a given trading period. The specifics of the model are explained below.

3.2 Model Description

We want to model the following scenario: There is an empty network at the start of a simulation. At a random interval, an agent joins the network and forms social links with other agents in the network. In each simulation, we will specify beforehand the process by which links form in the network. One set of simulations will have edges form according to a random graph process in the style of Erdős and Rényi, by which each agent joining the network has an equal probability $p_{link}$ of forming an edge connecting itself with another agent already in the network.

Another set of simulations generates edges in the network according the “preferential attachment” model of Barabasi and Albert, in which each agent is added to the network with a constant number of edges that are preferentially attached to existing agents with high degree [BA99]. A third set of similar situations generates network connections in a similar way, although the resulting network has a higher clustering coefficient [HK02].

The last set of simulations will be performed on a complete graph, corresponding to a well-mixed agent population in which any agent may interact with any other agent.
Comparing the case of a complete network to others in which a more refined attachment mechanism is at play can indicate whether network structure really has any effect at all on the degree of herding.

Each time-step of the simulation represents a single day. Every agent in the network executes their trading strategy once a day. The agents execute their strategies in a different random order each day. Agents have a choice of instruments that mirrors the five currency exchange pairs used in the above empirical analysis of herding in a real financial network. An agent can buy, sell, or do nothing with each instrument as part of their strategy. They also, with a common probability, choose whether or not to copy the strategy of one of their neighbors as part of executing their strategy on a given day.

The simulation program is written in the Python programming language using the SimPy package. SimPy is an object-oriented, process-based discrete-event simulation framework [MV03]. I chose to use this simulation package for its ease-of-use and because of its implementation in a high-level, object-oriented language.

There are three basic components of the SimPy package: Processes, Resources and Simulations (we don’t need Resources for our model implementation). Process objects are the active objects in a simulation. Each Process object contains at least one “Process Execution Method” that defines the behavior of that process. Our model implements Agents, Agent Sources, and Trading Strategies as Process objects. Simulation objects run the simulation of a model. In our model, a network of connected Agents that execute a trading strategy is implemented as a Simulation object. The graph underlying the network is implemented as a NetworkX Graph object [HSS08]. For any instrument $i$ that can be traded by the $N$ agents in our model, we will denote the price of that instrument at time $t$. 
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as $S_{t,i}$. We use price data over an ordered sequence of real exchange rates in our model, ranging from January 1, 2009 to November 20, 2010.  

Trading takes place at discrete periods $t = 0, 1, 2, ..., 500$. The agents in the model form their trading behavior around the public information available and on their individual decision thresholds. A real-world example of public information in the context of the foreign exchange market is the monthly “Nonfarm Payrolls” employment report released monthly by the United States Department of Labor. All investors in this or any other market have the same access to this information, which would be relevant to any exchange rate involving the U.S. Dollar.

For a basic idea of how agents behave in this model, think of a simple transition function with three states: buy, sell, and do-nothing. Along the independent axis lie values corresponding to the public signal, and along the dependent axis lie the three states. Somewhere along the public signal axis lie two thresholds, and agent decisions are made around these thresholds. When the public signal reaches a point below the lower threshold, the function transitions into the sell state; when the public signal exceeds the higher threshold, the function transitions to the buy state. At all points in between the two thresholds, the function settles in the do-nothing state.

We model public information for an instrument $i$ in our simulation as a sequence of normally distributed random variables $(\epsilon_{i,t} | t = 0, 1, 2, ..., 500)$ with $\epsilon_{i,t} \sim N(\mu_i, D_i^2)$, where $\mu_i$ is the average price of instrument $i$ and $D_i$ is the standard deviation of $i$’s price. The

---

The prices are the bid price at market open of each day. Note that we are not fully modeling a market. In many agent-based market simulations, the price of a particular asset is actually determined by the behavior of the agents - whatever excess demand is generated for an asset by trading activity determines the price of the asset. Of course, this is the case in any real-world market, foreign currency exchange included. However, we’re dealing with a small enough subset of traders and volume (in both our real-world dataset and thus in our simulation) that we can basically ignore the effects of excess demand from the agents in our model.
idea behind this choice of $\varepsilon_{i,t}$ is as follows: the public information $\varepsilon$ is meant to represent the input noise of our system. We want the amplitude of this noise to be chosen such as to reproduce a realistic range of values for the annualized volatility of our instruments. \(^2\)

The decision threshold of each agent $j, 1 \leq j \leq N$ at time $t$ with respect to instrument $i$ is denoted as the pair $(\theta_{\text{sell}}(i, j, t), \theta_{\text{buy}}(i, j, t))$, where $\theta_{\text{sell}}(i, j, t) \leq \theta_{\text{buy}}(i, j, t)$. Cont suggests that this threshold “be viewed as the agents (subjective) view on volatility.” The threshold behavior is simple: if $\varepsilon_{i,t} \geq \theta_{\text{buy}}(i, j, t)$, then the agent places a buy order for instrument $i$, if $\varepsilon_{i,t} \leq \theta_{\text{sell}}(i, j, t)$, the agent places a sell order for instrument $i$. Otherwise, the agent does not place an order for instrument $i$ at time $t$. The initial values $\theta(i, j, 0)$ are drawn from a normal distribution $N(\mu_i, D_i)$. We use the standard deviation and not the variance in this case to get a more diverse range of agent behavior in the absence of an update rule.

Real asset traders do not all have the same tolerance for volatility, nor does an individual trader maintain a constant tolerance for volatility over time. Thus, the model we use includes an update rule for agent thresholds. The rule is very simple: at each time step, an agent $j$ has some probability $0 \leq s \leq 1$ of updating her threshold $\theta(i, j, t)$. When an agent updates his threshold, he increments it by the most recent return on instrument $i$, which is $\ln \frac{S_{i,t}}{S_{i,t-1}}$. \(^3\) Cont suggests a value of $s$ in the range $10^{-1} – 10^{-3}$. We will perform simulations at various values of $s$, including $s = 0$, to examine what effect this parameter has on the the herding results for the system.

\(^2\)Note that these are on the order of $10^{-3}$.

\(^3\)Any time calculations revolving around probabilities occur in the Process Execution Method of a Process object (Agents, Strategies, Sources), we make use of the SciPy stats package to draw a uniform random variable and compare it to the probability in question [JOP+].
3.2.1 Social Interaction in the Model

The model as originally presented by Cont does not include any mechanism for interaction between agents. This makes sense from his perspective, of course, as his aim was to produce realistic price data having properties similar to the stylized facts of volatility in financial markets. However, our goal is different: rather than examining the aggregate properties of prices and returns in an agent-based market, we assume a scenario where price information is given as input to a small subset of individuals in a market and examine the aggregate behavior of the individuals.

While we have found a simple model that is good at producing realistic properties of prices over a time series in a market, we need to add a simple mechanism by which agents in our model interact with each other if we want to examine the properties of social behavior in a market over time. Because the particular behavior we are interested in is the imitation of strategies, we will include a simple “copy” rule: at each time step $t$, for each instrument $i$, an agent $j$ has probability $p_{\text{copy}}$ of substituting one of her neighbors $k$ thresholds $\theta(i,k,t)$ for her own. At time $t+1$, $j$ resets her threshold to $\theta(i,j,t)$. This rule allows us to represent a very simple type of imitation behavior, where an agent copies the behavior of one of her neighbors for a given turn with some frequency. Of course, this is not a very rational implementation of agent behavior. A rational agent would not copy one of her neighbors randomly, but more likely give preference to copying the behavior of an agent that has exhibited superior performance. There are two reasons for implementing an irrational, random imitation rule in this framework:

- There is no notion of agent “performance” in this simulation, simply because we have no need to track performance for the calculation of herding.
• Adding an imitation preference would only further complicate the model and lend
to more difficulty in interpreting the results. Our aim is to use the simplest possible
model that is capable of answering the question at hand.

3.3 Simulation Results

As mentioned earlier, we run simulations across four different graph models: complete
graphs, random-attachment models (i.e. an Erdős-Rényi graph), preferential-attachment
models, and highly-clustered preferential attachment models. For each different type of
graph model, we run 10 trading network simulations on 10 different graphs (the same 10
graphs will be used for subsequent experiments). Each of the 10 graphs has \( n = 1000 \) and
\( m \) around 10,000. 4 In each simulation, we vary the agents’ threshold copy probability,
\( p_{\text{copy}} \), from 0.0 to 1.0 in increments of 0.05. The total weighted and unweighted mean
daily herding of each simulation is recorded and then averaged over each of the simulation
runs for the values seen in the figures.

For the first set of experiments, we set \( s = 0 \) and simulate across each network type.
This value of \( s \) indicates that agents never independently update their thresholds, although
they do change their thresholds by copying one of their neighbors with frequency \( p_{\text{copy}} \).
This is a case of basically irrational agent behavior: an agent never uses her knowledge of
past results to adjust her views on the future volatility and performance of a given
instrument. The results for each graph type in these network simulations are presented in
Figure 14. We see something a bit counter-intuitive in these results: as agents copy each
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4The value of \( m \) in the random-attachment model is generated by the link probability \( p_{\text{link}} \). For \( n = 1000 \),
we choose \( p_{\text{link}} = 0.02 \) to get graphs with \( m \) about 10000. For the preferential-attachment models, we set the
initial number of links per node, \( m_0 \), to 10. This generates graphs with \( m = 9900 \).
other’s thresholds more frequently, the total level of herding in the system actually decreases. Again, in these experiments, agents never update their probability based on past results of their activity; rather, they only occasionally copy the trading strategy of one of their neighbors for a single trading turn, and then revert back to their initial threshold.

Before attempting to formulate a reasonable hypothesis for this observation, let’s first examine the results of a similar set of experiments where agents independently adjust their trading thresholds. We now set $s = 0.01$ for the same two scenarios above. The results of this set of experiments are shown in figure 15. In these scenarios, where agents independently adjust their thresholds a small percentage of the time, increasing $p_{copy}$ to a certain point increases the overall degree of herding in the system. First, it is interesting to note that in none of the configurations shown in figure 15 does the value of mean daily

Figure 14: Simulation results for $s = 0$ and $n = 1000$. 
Figure 15: Simulation results for $s = 0.01$ and $n = 1000$. 
herding reach the maximum obtained in figure 14, where $s = 0$. Similarly, each network configuration with $s = 0.01$ maintains an average mean herding value greater than the minimum obtained from the set of $s = 0$ experiments.

To summarize:

1. The highest total degree of herding occurs in systems where agents never update their initial thresholds and rarely copy another agent’s thresholds.

2. In systems where agents do update their thresholds a small percentage of the time, modest levels of $p_{copy}$ yield higher herding values than $p_{copy} = 0$.

3. Beyond these modest levels, herding begins to decrease, but not as sharply as systems in which $s = 0$.

Why does the measure of herding decrease as we increase the propensity for agents to copy the behavior of other agents in our first set of experiments? Obviously, this is more of a problem with our measure of investor herding than with the mechanics of our simulated system. After all, in each set of experiments, we know exactly how much agents are copying each other - we specify as input to our system that an agent will copy the behavior of one of her neighbors some number of turns ($p_{copy}$) on average.

The counter-intuitive nature of the herding results in these simulations stems from the fact that we are modeling agent herding behavior on a local level, while the measure of herding we use aims to capture the degree of herding on a global (system-wide) scale. Remember, the financial view of herding behavior is investors “flocking” to the same position as everyone else, regardless of their independent beliefs. Now, the term “everyone else” is of course fuzzy: does an investor root their herding behavior in their perception of the actions of a large group of other investors, or in the actions of a few (or
single) investors with whom they have direct contact? From the results of our first set simulation experiments, it would seem that the latter scenario does not necessarily produce the degree of herding we expect to see on a global scale. It is not until the agents of our system adjust their independent beliefs by some simple rule (with frequency $s$) that our local model of individual investor herding yields increased global herding.

One possible explanation for higher $p_{\text{copy}}$ leading to lower herding when $s = 0$ is the following: let $I$ be the instrument which is traded most frequently. If the propensity for agents to copy their neighbors moves $br_I$ (the buy ratio of $I$) closer to the total buy ratio, while $br_i$ for $i \neq I$, stays about the same, this would have the effect of decreasing $h_I$, and thus would decrease $\hat{H}$. We can imagine a real-world scenario where the “hottest” instrument is also the most sensitive in terms of investors’ subjective views (i.e. has the narrowest threshold range). In this case, imitation behavior would have the greatest effect on this instrument, and if imitation caused the buy ratio of the instrument to move toward the total buy ratio, then, by virtue of $I$ being the most popularly traded instrument, total herding would decrease.

3.3.1 Cranking up $s$

As we stated earlier, Cont suggested in his model that $s$ take values in the range $10^{-1} - 10^{-3}$. Having not been convinced that a value of $s = 0.01$ is particularly appropriate or realistic for our model, we may examine simulated network models in which the frequency with which agents update their signal thresholds is increased by ten-fold to $s = 0.1$. Again, if we’re drawing a loose correlation to the real world, we’ll have trading agents that adjust their private views on price volatility once every ten days.
on average (rather than once every 100 days). We’ll use the same simulation parameters as used in our first two sets of experiments for $s = 0$ and $s = 0.01$.

The outcome of experiments with substantially higher update probability $s$ yields a dramatically different picture from experiments in which $s$ is small: as the value of $p_{copy}$ increases, the average values of mean daily herding increase. In fact, the weighted average of the mean daily herding measure increases about two-fold as $p_{copy}$ is incremented in the preferential attachment network configuration. This is a pleasant surprise at an empirical level: the expectation of our simplified investor behavior model is that as agents copy the behavior of their neighbors with greater frequency, the aggregate level of investor herding will increase. This network model supports our intuition. The only difference in this set of experiments is a value of $s = 0.1$, which is ten times greater than the value of $s$ in our
previous set of experiments. Qualitatively, this means that, in the context of an individual agent’s trading behavior, investment strategies are more dynamic. Adjustments to volatility thresholds are made much more frequently, and they move in a direction proportional to the most recent return on an instrument. We might say this situation is one in which agents are more “informed”.

But why should it be the case that a system with more informed agents displays a higher degree of herding in the presence of more neighbor copying than a system in which agents are less informed? Perhaps the use of the term “information” here is a misnomer. Past information on prices is always available to the agents in our model. However, the frequency with which that price information is used to adjust an agent’s view on volatility changes according to $s$. Thus, when $s$ is small, an agent only makes small adjustments to her views between long intervals of time, whereas when $s$ is comparatively larger, she will make small adjustments over many short intervals. A higher frequency of threshold updates will lead each agent to adjust her views such that they are more consistent with the most recent returns on the prices of instruments. I hypothesize that this is leading to a narrower range of thresholds among agents, and thus that an increasing propensity for copying neighbor thresholds is leading to more instances (or opportunities) for an agent who is a buyer/seller to flip her view on a given day and become a seller/buyer. The idea here is that since the range of possible threshold values in the system becomes narrower around the actual price of each instrument, the probability of activating a threshold that has been copied from a neighbor increases.
(a) Average Mean Daily Herding vs. \( n \) in a random network configuration
(b) Average Mean Daily Herding vs. \( n \) in a preferential attachment configuration

Figure 17: Simulation experiment with \( s = 0.01 \) and \( p_{copy} = 0.1 \).

3.3.2 Effects of Scale

It’s also interesting to see how this model scales. We present here simulation results with \( s = 0.01, p_{copy} = 0.1 \) and \( n \) varying from 100 to 1000. We observe both an Erdős and Rényi random network and a preferential attachment network. Notice that the weighted measure of herding stays somewhat constant, with small fluctuations, while the unweighted measure increases quickly with the addition of the first few hundred nodes, before converging to a level commensurate with the weighted measure.

Similarly, we have above the results of a set of experiments in which \( n \) is fixed at 100 and \( m \) is increased in fixed intervals. We observe the same two network types as before, and see again small variations but the same basic trend for both the weighted and unweighted measure.
(a) Average Mean Daily Herding vs. $m$ in a random
(b) Average Mean Daily Herding vs. $m$ in a preferential attachment configuration

Figure 18: Simulation experiment with $s = 0.01$ and $p_{copy} = 0.1$.

3.4 Conclusion

In this chapter, we set out to answer the question “What effect does network topology have on herding among investors, if any?” From our results, the answer seems to be: not much\(^5\). It does seem from experiments with $s = 0$ and $s = 0.01$ that complete networks and networks formed according to the random graph process of Erdős and Rényi generally exhibit herding values slightly higher than tightly clustered networks. However, these values of $s$ do not jibe particularly well with our notion of how herding values should look with respect to individuals’ copying behavior. When we increase the update frequency to $s = 0.1$ in order adjust for this fact, we get results that are similarly erratic, although consistent in their upward trend.

\(^5\)Or more generously, to be determined.
From these simulations, we might take away the following: when agents are less informed (or when they make little or no use of information in adjusting their subjective views on volatility), it seems that complete graphs and classical random graphs tend to have higher degrees of herding than preferentially attached graphs when the frequency of imitation exceeds a certain threshold (which is about $p_{copy} = 0.4$ in our results). However, in order for the system to behave in aggregate as we would expect (that is, to get increased herding with increased behavior imitation), it is required that agents make more frequent adjustments to their investment thresholds based on past results. So, it seems that a system with better informed agents yields a system in which an increased prevalence of behavior imitation leads to a higher measure of herding.
The implementation of the trading network simulation was discussed briefly in Chapter 3. Below is a detailed diagram of this implementation. There are a few details of the implementation not discussed above:

1. The OrderBook class holds all of the orders placed for a given simulation. The TradingNetworkModel (the main Simulation class) is composed in part of an OrderBook, and at the conclusion of a simulation run, the HerdingAnalysis class accesses the order book to do the herding computations.

2. A TraderSource object is used to generate Trader (agent) objects that in turn join a graph. Traders are generated at some random interval. The TraderSource also passes along the threshold distribution parameters to use in composing an agent’s volatility thresholds.

3. The main actions of a Trader are to join the network and continuously execute their strategy during each period of the simulation. Also, the methods getInfected and getHealthy manage the threshold copying behavior of a given agent.
Figure 19: Implementation of the Trading Network Simulation.
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