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# A. Introduction

## 1. The need for a climate consensus

On January 20, 2016, both NASA and NOAA announced that 2015 was the warmest year on record globally, beating the previous record set in 2014, by 0.29°F (Chapel, 2015). In fact, the fifteen warmest years since 1880 have all occurred in the seventeen years 1998 to 2015 (NOAA, 2015a). For Boston, December 2015 was the warmest on record and winter 2015-2016 was the second warmest on record (National Weather Service, 2015). Within the scientific community, the effect of human activities on the climate is evident. As the Intergovernmental Panel on Climate Change (IPCC; www.ipcc.ch) concluded in 2013, "Human influence on the climate system is clear, and recent anthropogenic emissions of greenhouse gases are the highest in history. Recent climate changes have had widespread impacts on human and natural systems." (IPCC, 2013). Advances in both scientific understanding and computer modeling have resulted in refined projections for future climate impacts, and in some cases, a more probabilistic, risk-based approach. These scientific advances are bittersweet, however. On the one hand, we have increased confidence of both the underlying causes and model estimates of our changing global climate (NOAA, 2015b). On the other hand, with this increased confidence has come greater concern and motivation for action at local and community scales. Local action requires local information. While advances in climate models continue, the granularity (in space and time) of these model outputs does not directly map against local concerns. Thus, the climate community must meet these needs while reconciling irreducible uncertainties – and more and more by providing probabilistic information of all outcomes that present a threat.

The IPCC was established by the United Nations Environment Programme and the World Meteorological Organization in 1988 and has provided the world with a series of scientific assessments of the current state of knowledge about climate change and the potential environmental and socio-economic impacts, beginning with the First Assessment Report in 1990 (IPCC, 1990). The IPCC reviews and assesses the most recent scientific, technical and socio-economic information produced worldwide relevant to the understanding of climate change; it does not conduct research or monitor climate-related data or parameters (IPCC, 2000). However, the results presented by the IPCC are relevant at continental to regional scales and cannot be directly applied at the level of a municipality for each town or city. As a result, site-specific projects and research must be carried out to determine local vulnerabilities.

While there were already many ongoing activities prior to October 2012, Superstorm Sandy spurred Boston and surrounding communities to accelerate planning and action on climate change resilience. This activity has led to a number of vulnerability assessment and adaptation strategy reports which include, but are not limited to, Preparing for the Rising Tide (Douglas, 2013), Greenovate Boston Climate Action Plan (Spector, 2013), The Boston Water and Sewer Commission Master Plan (BWSC, 2015), and The City of Cambridge Climate Change Vulnerability Assessment (City of Cambridge, 2015). The climate projections used in each of these reports are specific to the sites, sectors and time periods of interest and not necessarily consistent with one another. Hence, it is unclear which projections and results are the most relevant and useful to the City of Boston proper. To address this issue, the Boston Research Advisory Group (BRAG) was established in 2015 to develop a consensus on the possible climate changes and sea level rise (SLR) that the City of Boston will face in the future by 2030, 2050, 2070, and 2100; consensus on the climate projections is necessary because it is important that the results of this study are not disputed. The BRAG was overseen by the UMass Boston project team.

## 2. Risk factors evaluated in the report

This report summarizes the current understanding of the local factors that influence Boston’s future exposure to climate change risks. The following four risk factors were considered most relevant to Boston and are therefore evaluated in this report: sea-level rise, extreme precipitation, coastal storms and extreme temperatures. For each risk factor, a team of scientific experts, comprised of a team leader and three or more team members, was selected to evaluate and summarize the available information contained in both grey (reports, conference proceedings and the like) and peer-reviewed literature. Each team met independently between October 2015 and January 2016, and team leaders had regular teleconferences with the UMass Boston project team to keep them apprised of progress and to help overcome problems that were encountered. The process for reaching consensus is outlined in the next section.

## 3. Process for reaching consensus

### a. Building the group:

To build the BRAG, the co-chairs developed a list of faculty at institutions around Massachusetts who specialize in coastal storms, temperatures, precipitation and sea level rise. At the same time, the BRAG project manager researched faculty at local schools to ensure that there were no oversights. Some scientists were immediately identified as potential risk team leaders. A conversation with these experts followed to get their input on additional invitations.

### b. Kickoff:

Once the teams were finalized, the BRAG was launched at a kickoff meeting in late October 2015. This
meeting provided an opportunity to discuss the scope of work for each team and identify issues that cut across risk areas.

c. **Research presentation:** After the launch, the leaders of the teams talked weekly and prepared to present their work to the entire BRAG group in December 2015. At this meeting there was a chance for dialogue across risk factor teams.

d. **Report:** Based on the conversation in December and additional research, the BRAG team leaders submitted their draft reports in January 2016. The co-chairs then compiled these drafts into one document and edited the result for consistency.

e. **Review:** Once the document was finalized it was sent out for review to an international group of scientists. This group was selected through a nominating process that included the BRAG team leaders, the members of the Green Ribbon Commission’s Higher Education Working Group and additional stakeholders.

f. **Finalization:** The feedback from the external reviewers was incorporated into this final document which is now available publicly.

4. **Process for updating the BRAG projections in the future**

Each section of the report contains information on gaps in our understanding about the climate change and SLR Boston will face in the future. The BRAG recommends that the projections be updated at least every two years and that resources are allocated to do so. One potential mechanism is that UMass Boston continues to manage the process, be the point of contact, and hold annual calls with each of the team leaders or their replacements. The calls will focus on advancements to the science and the extent that any previous findings need to be updated. This will determine the schedule and resources needed for an update. It is expected that as part of the city’s adaptation plan, key indicators for climate and sea level will be developed that will signal when certain adaptation actions should be initiated. This information should be conveyed to the BRAG team via the UMass Boston project team so that the indicators can be kept up to date if they are not parameters in the BRAG reports.

B. **A Brief Primer on Climate Scenarios**

Scientific evidence from around the globe led the Intergovernmental Panel on Climate Change (IPCC) (2013) to declare that “warming of the climate system is unequivocal, and since the 1950s, many of the observed changes are unprecedented over decades to millennia.” In order to plan for a changing climate in the future, we need to make assumptions and then project what the future could look like based on those assumptions. Currently, the biggest source of uncertainty in understanding the impacts of future climate change lies in human-caused carbon emissions; we know humans will continue to emit carbon into the atmosphere as we move through the 21st century, but exactly how much depends on the choices made by individuals and by societies. Fortunately, a series of future greenhouse gas emissions projections, known as “emissions scenarios,” have been created that are based on a wide range of scenarios for future population, demographics, technology and energy use, which are then input into climate models in order to project the planetary response. These scenarios are not meant to predict the future, but instead offer a range of plausible future conditions that allow us to better understand uncertainties and the implications of the human development decisions. Previous scenarios, such as IS92 (Leggett et al., 1992) and Special Report on Emission Scenarios (SRES; Nakicenovic et al. 2000), have been presented by the IPCC for this purpose. SRES scenarios were used for the IPCC third (TAR, released in 2001) and fourth (AR4, released in 2007) assessment reports. Since 2000, our ability to understand and model the behavior of natural and human systems has improved substantially, hence a new, more highly resolved set of scenarios was used in the IPCC Fifth Assessment Report (AR5, released in 2013; http://www.ipcc.ch/).

1. **Understanding greenhouse gas (GHG) emissions scenarios**

In order to interpret the results of climate model output and analysis based on these scenarios, it is very important to understand the characteristics of each scenario. “If we don’t put our assumptions about the future on the table, then we have the same situation we had in the run-up to the financial crisis, and that is, we blindly follow the assumptions about the future that are built into our disciplines and models,” says Angela Wilkinson of Oxford University (as quoted in Inman, 2011). The latest IPCC emissions scenarios are called “representative concentration pathways” or RCPs, a set of four future scenarios developed by integrated assessment modelers, climate modelers, terrestrial ecosystem modelers and emission inventory experts. The RCPs represent a comprehensive and internally consistent data set with high spatial and sectoral resolutions through 2500. The words “concentration pathway” are meant to emphasize that these RCPs are not the final new, fully integrated scenarios (i.e. they are not a complete package of socio-economic, emission and climate projections), but instead are internally consistent sets of projections of the components of radiative forcing that are used in subsequent phases. The four RCPs (2.6, 4.5, 6.0 and 8.5) are named for the possible range of radiative forcing (the globally averaged heat trapping capacity of the atmosphere, measured in Watts per square meter or W m⁻²)
values in 2100 relative to pre-industrial values. Figure i-1 illustrates the energy and oil consumption, energy sources and land use trajectories underlying each RCP (van Vuuren et al., 2011).

Following is a summary of the characteristics of RCP 8.5, 4.5 and 2.6. Concentrations of CO₂, CH₄ and N₂O resulting from these RCPs are shown in Figure i-2.

- RCP8.5 is the highest of the emission scenarios, consistent with the continuation of fossil-fuel intensive economic growth that characterized the past two centuries. Under this RCP, global CO₂ emissions increase about 2.5 times between 2015 and 2080, and atmospheric CO₂ concentrations grow to about 940 ppm by the end of the century, leading to a likely warming in 2080-2099 of about 3.3-5.5°C relative to pre-industrial temperatures.

- RCP4.5 assumes that CO₂ emissions stay around their current levels through 2050, then are slowly reduced in the second half of the century. RCP4.5 yields a CO₂ concentration of 540 ppm in 2100 and a likely late-century warming of about 1.9-3.3°C.

- RCP2.6 is a stringent emissions reduction pathway in which net global CO₂ emissions are reduced to less than a third of their current levels by 2050 and are brought to zero by about 2080. CO₂ concentrations peak below 450 ppm and late-century warming is limited to about 1.3-2.2°C. The RCP 2.6 scenario is also known as 3PD, for radiative forcing peaking at 3 W m⁻² then declining. RCP 2.6 is the only scenario that has a good chance of limiting warming to less than 2°C of atmospheric warming, the target adopted at COP21 to avoid the most devastating impacts of climate change.

Figure i-1: Illustration of energy use, oil consumption and energy source (upper) and land use change (lower) trajectories used in the development of each RCP scenario. Vegetation is land use other than cropland and grassland (Source: van Vuuren et al., 2011).
2. How GHG emissions scenarios are used

The emissions scenarios previously described are used as input to global climate models (GCMs), which are complex, three-dimensional mathematical representations of the Earth’s climate system, including atmosphere and ocean circulation and biogeochemical processes, while accounting for land use change, etc. GCM output includes temperature, precipitation, and other climate variables at daily and monthly scales. GCMs are continually being improved as our understanding of these Earth processes improves. However, because the true climate system is so complex, it is fundamentally impossible to include all its processes in even the most complex climate model (Tebaldi and Knutti, 2007). Some GCMs are better than others at reproducing important large-scale climate features, but it is scientifically invalid to identify one GCM or even a subset of GCMs that are “best” for a particular location or region. The generally accepted practice is to evaluate the output from multiple GCMs (a so-called “model ensemble”) because using the output of many models tends to cancel out the limitations of any one model and generally increases the skill, reliability and consistency of model forecasts. However, both sets give similar results in terms of the magnitude and direction of projected changes in temperature, precipitation, and sea level.

CMIP3 ensembles were generated using the Special Report on Emission Scenarios (SRES) emission scenarios (IPCC, 2000). CMIP5 ensembles were generated using the RCP emission scenarios (van Vuuren et al, 2011; Meinshausen et al., 2011). The U.S. National Climate Assessment (Melillo et al., 2014) used mainly CMIP3 models, with some limited use of CMIP5 models. Some of the projections presented in this report were generated from SRES/CMIP3 scenarios, others are based on RCP/CMIP5. Distinctions are noted as appropriate.

3. Climate change projections used in this report

Climate change projections in this report were developed from GCM ensembles run with various scenarios of emissions of greenhouse gases (GHG). One set of GCMs was developed prior to IPCC AR5—otherwise known as CMIP3 (Third Coupled Model Intercomparison Project) models with spatial resolutions of 200 to 300 km at mid-latitudes (Melillo et al., 2014). The other most recent set of GCMs include enhancements and additions to CMIP3 models as well as new, test models. These are known as the CMIP5 models with resolutions of 100 to 200 km (Melillo et al., 2014) and were used for the IPCC AR5 (IPCC, 2014). CMIP5 represents the current generation of climate models, but not all CMIP5 models are necessarily more reliable than CMIP3 models, because some are experimental (K. Hayhoe, personal communication, Feb 17, 2016). However, both sets give similar results in terms of the magnitude and direction of projected changes in temperature, precipitation, and sea level.

CMIP3 ensembles were generated using the Special Report on Emission Scenarios (SRES) emission scenarios (IPCC, 2000). CMIP5 ensembles were generated using the RCP emission scenarios (van Vuuren et al, 2011; Meinshausen et al., 2011). The U.S. National Climate Assessment (Melillo et al., 2014) used mainly CMIP3 models, with some limited use of CMIP5 models. Some of the projections presented in this report were generated from SRES/CMIP3 scenarios, others are based on RCP/CMIP5. Distinctions are noted as appropriate. Figure i-3 compares carbon emissions for some of the scenarios used in this report.
C. BRAG Findings

1. Sea Level Rise

a. Key findings

- The overall trend in relative sea level rise (RSLR) in Boston between 1921 and 2015 has been about 2.8 mm/yr (0.11 in/yr).
- Due to the influence of regional-scale processes such as ocean dynamics and the gravitational effect of melting ice sheets, RSLR in Boston will likely exceed the global average throughout the 21st century, regardless of which emissions trajectory is followed.
- The amount and rate of RSLR in Boston during the first half of the 21st century is nearly independent of emissions. The most likely estimates of RSLR from 2000 to 2050 (associated with exceedance probabilities of 83%, 50%, and 17%) are 19, 32 and 45 cm (7.5, 13 and 18 in), thus a 2050 range of 19 cm to 45 cm (7.5 to 18 in) can be considered, but higher RSLR approaching 75 cm (30 in) is possible.
- After ~2050 the scenarios diverge sharply, with substantially more RSLR under the higher emissions pathways. Under the highest emissions pathway (RCP8.5), the most likely estimates of RSLR from 2000 to 2100 in Boston are 97, 149 and 226 cm (3.2, 4.9 and 7.4 ft). Under the moderate-emissions RCP4.5 pathway, RSLR estimates from 2000 to 2100 are 74, 111 and 156 cm (2.4, 3.6 and 5.1 ft). Thus a 2100 range of 74 cm to 226 cm (2.5 to 7.4 ft) can be considered.
- Sea-level rise will not stop in 2100, and because some long-lived infrastructure and land use plans will likely extend into the 22nd century, changes in RSL should be considered beyond 2100. If the high RCP8.5 emission scenario is followed, the rate of RSL rise by the end of the 21st century may be 19-48 mm/yr (0.75-1.9 in/yr), an order of magnitude faster than today, and will continue to accelerate.
- The accelerating rate of RSLR that will characterize RSL change in Boston during the 21st century will soon make saltmarsh drowning events more frequent and widespread. Eventually salt marshes such as those located at Quincy, Neponset, and Belle Isle will be converted to tidal flats and sub-tidal bays, because the ecological limits of in situ organic sediment production and the very low suspended sediment concentration in Boston Harbor are insufficient to keep pace with the projected rates of RSL rise.
- The maximum physically plausible sea-level rise from 2000 to 2100 at Boston was estimated to range from 1.9 m and 3.2 m (6.2 and 10.5 ft) in this analysis. This is substantially more than the maximum RSLR of 2.08 m (6.83 ft) from 2003 to 2100 under the highest emissions scenario reported in a recent study by CZM (2013).
- RSL rise will increase tidal range, wave energy, and tidal inundation, resulting in increased erosion of existing geomorphic features and existing or planned coastal engineering works such as flood defenses. It will also increase the elevation of coastal storm surges.

b. Review of existing science

1. Definitions

Relative sea level (RSL) is the difference in elevation between the sea surface and land surface at a specific place and time (Farrell & Clark, 1976). By convention, the reference time period is a multi-year average; this minimizes the effect of tidal and seasonal cycles, and multi-annual climate variability (e.g. Shennan, Milne, & Bradley, 2012). We use a 19-year period centered on the year 2000 as a baseline, such that negative and positive values denote periods when RSL was either lower or higher than the reference period, respectively. Previous analyses of Boston sea-level trends have used the mid-point (1992) of the 1983-2001 National Tidal Datum Epoch (NTDE) as their reference point. About 3cm (1.2 in) of sea-level rise occurred between 1992 and the 2000 reference point used here. Additionally, between 1990 and 2010, the average rate of sea-level rise at Boston was 5.3 cm (2.1 in) per decade, so RSL in 2015 is about 7.9 cm (3.1 in) above the 2000 reference level. As discussed below, there is considerable annual to decadal variability in RSL. For example, average annual RSL in Boston has varied from the long-term average (over the duration of the tide gauge record since 1921) with 1σ standard deviation of ~±5.8 cm (2.3 in). We note that projections of future RSL are provided specifically for the location of the Boston, MA tide gauge station (#8443970) operated by the National Ocean and Atmospheric Administration (NOAA).
2. Processes causing relative sea-level change in Boston

Changes in RSL are caused by multiple, complex, simultaneous processes that vary both spatially and through time (Kopp et al., 2015). As a result, making reliable predictions of future RSL at specific times and locations is difficult. Nonetheless, recent advances in understanding and modeling the dominant processes that control RSL are leading to improved estimates of the potential range of future sea-level change over the next century and beyond, with important implications for coastal planning and management.

a. Thermal expansion and ice-sheet melt

Over the 21st century and beyond, RSL in Boston will be affected by several local to regional-scale processes in addition to the projected rise in global mean sea level (GMSL). Over the 20th and early 21st century, the two primary contributors to changes in GMSL have been the thermal expansion of seawater and the loss of land ice. When the ocean warms, the volume of water in the ocean increases, raising GMSL. When land ice melts, water is added to the ocean, which also increases GMSL. Human activity has also altered the Earth’s natural water cycle, leading to additional changes in the mass of the ocean. For example, storage of water on land in reservoirs and behind dams causes RSL to fall, while pumping of water from aquifers for irrigation and consumption ultimately transfers water to the ocean, causing RSL to rise (e.g. Chao, Wu, & Li, 2008; Konikow, 2011; Wada et al., 2012). Over the last two decades, thermal expansion has been responsible for about 40% of global mean sea-level rise, land-ice shrinkage for about 50%, and changes in land water storage for about 10% (Church et al., 2013). Later in this century, land ice on Greenland and Antarctica are expected to play an increasingly important, and likely a dominant role in GMSL rise (Rignot et al., 2011).

b. Gravitational effect of ice sheet melt

The melting of land-based ice does not cause globally uniform sea-level rise. The dispersion of mass, previously concentrated in glaciers and ice sheets, into the ocean changes the Earth’s gravitational field and rotation, and it causes the Earth to deform. As a result, locations near a melting ice sheet experience less sea-level rise than more distant locations (Mitrovica et al., 2001, 2009, 2011). The resulting spatial pattern of sea-level rise driven by a given loss of ice mass from a specific source is shown in Figure 1-1. The implications for Boston are significant, because of Boston’s relative proximity to Greenland and great distance from Antarctica. Boston will experience proportionally less than the global average sea-level rise due to melting of the Greenland Ice Sheet (GIS; about 35% of the global mean sea-level signal), but more than the global average for sea-level rise due to mass loss on the West Antarctic Ice Sheet (WAIS; about 125%) or the East Antarctic Ice Sheet (EAIS; about 105%).

Smaller, globally distributed alpine glaciers and ice caps (GIC) also produce non-uniform changes in sea-level, but their total potential contribution to long-term sea-level rise (~0.6m) is small relative to the potential sea-level rise from retreat of continental-scale ice sheets on Greenland (~7m), West Antarctica (~5m), and East Antarctica (~53m). Previous efforts to project RSL change in Boston (CZM, 2013; Bosma et al., 2015) did not include the non-uniform effects of ice sheet and glacier mass loss and may, therefore, substantially over- or underestimate sea-level rise depending on the source of meltwater. Most importantly for Boston, if the WAIS becomes the largest source of glacial meltwater to the global ocean in the 21st century, Boston will experience a sea-level rise ~125% of the global mean. Not accounting for this effect could lead to a substantial underestimate of 21st century sea-level change.

c. Ocean dynamics

Changes in the location and strength of ocean currents and/or prevailing winds, as well as in the distribution of heat and salt in the ocean, can induce “dynamic sea-level” changes. Along the U.S. Atlantic coast at locations north of Cape Hatteras, NC (including Boston), a regional-scale dynamic sea-level rise can be caused by a reduction in the strength of the Gulf Stream and/or a migration of the current toward the coastline (e.g. Ezer et al., 2013; Kopp, 2013; Sallenger et al., 2012; Yin and Goddard, 2013; Yin et al., 2009). A reduction in the strength of the Gulf Stream system is projected by many climate models for the 21st century (Yin, 2012; Yin and Goddard, 2013), largely as a response to warming and freshening of North Atlantic surface waters and a weakening of the Atlantic Meridional Overturing Circulation. Persistent trends in the North Atlantic Oscillation, the dominant mode of North Atlantic inter-annual climate variability, can also have an effect via the influence of persistent northeasterly wind-stress anomalies on upper ocean (Ekman) transports toward the New England coast (Goddard et al., 2015). Combined with thermal expansion, these ocean dynamical mechanisms have the potential to produce >10 cm (3.9 in) RSL rise along the Massachusetts coast by 2100 (Yin, 2012).

d. Vertical land movement

RSL is also affected by changes in the elevations of both the land and sea surfaces due to a process known as glacial isostatic adjustment (GIA; e.g., Peltier, 2004). GIA reflects the response of the solid Earth to the loading and unloading of continental
ice during glacial and interglacial periods, which continues for thousands of years after ice growth or retreat. During the last glacial period (~20,000 years ago), Boston was on a flexural forebulge near the periphery of the ice sheet that covered North America. The relaxation (lowering) of the land surface bulge and the reshaping of the Earth’s gravitational field (and consequently the sea surface) by viscous movement of material in Earth’s mantle continue to produce a net RSL increase in Boston today. These processes have been the primary driver of land-level change at bedrock locations on the passive margin of the U.S. Atlantic coast for the last 2,000-4,000 years, and they will continue to impact land-level and RSL in Boston for centuries to come. Other geodynamical processes including plate tectonics (e.g. van de Plassche et al., 2014) and dynamic topography (convective mantle processes) can also cause changes in land levels and hence RSL (e.g. Moucha et al., 2008; Rowley et al., 2013), but on tectonically passive margins like the U.S. Atlantic coast, they operate on long (many tens to hundreds of millennia) timescales that can be considered negligible or zero in the context of the 21st century. Additional land movement and RSL rise can be caused by landscape-scale sediment compaction (e.g. Miller et al., 2013). In many instances, the net effect of GIA, tectonics, and sediment compaction has been loosely termed “subsidence” (Figure 1-2) because of the difficulty in isolating and accurately quantifying the contribution from each component. The Boston tide gauge is resting on bedrock (not soft sediment), hence future land subsidence is likely to be dominated by GIA rather than the effects of local compaction.

Several approaches yield similar estimates of net subsidence for Boston using different approaches, datasets and assumptions. Earth-ice models predict that the sea-level increase due to ongoing GIA in Boston is ~1.0 mm/yr (e.g., Peltier, 2004). Engelhart and Horton (2012) compiled and standardized

---

**Figure 1-1.** Spatially variable sea-level change arising from melting of the Greenland Ice Sheet (A), the West Antarctic Ice Sheet (B), the East Antarctic Ice Sheet (C) and alpine glaciers and ice caps (D). The location of Boston is shown with a star. Shading represents the meters (arbitrary units) of sea-level rise that would occur if each of these land-based ice reservoirs were to contribute a meter of equivalent GMSL rise. Locations with values greater than 1 would experience more sea-level rise than the global average, while locations with values less than 1 would experience less. Boston is particularly vulnerable to sea-level rise caused by melting of the WAIS (125% of the expected sea-level rise). Conversely, Boston only experiences ~35% of the expected sea-level rise from meltwater sourced from Greenland.
geological RSL reconstructions from the period between 4,000 years ago and 1900 and concluded that the linear rate of RSL rise (~0.7 mm/yr; Figure 1-3) could be entirely attributed to subsidence. Using a global statistical model that included high-resolution geological records, Kopp et al. (2016) found a rate of RSL rise of 0.5 ± 0.1 mm/yr at Wood Island and 0.6 ± 0.1 mm/yr at Revere from 0 to 1700. Kopp et al. (2016) attributed these rates of RSL change to local subsidence and ongoing GIA. A short time series of measurements made by permanent global positioning satellite stations around Boston also estimates that subsidence produces a RSL rise of 0.7 ± 0.2 mm/yr (Karegar et al., submitted). Zervas et al. (2013) processed RSL measurements made at the Boston tide gauge to remove monthly variability caused by oceanographic effects and an assumed rate of global average sea-level rise (1.7 mm/yr; Church and White, 2011). They attributed the residual signal (0.84 mm/yr) in the tide-gauge record to subsidence. Kopp (2013) applied a statistical model to RSL measurements made by a global network of tide gauges to partition local RSL trends into a global component (common to all locations), a regional, linear component (broadly equivalent to an estimate of subsidence), and a regional non-linear component. For Boston, this analysis yields an estimate of RSL rise due to subsidence of 0.8 ± 0.3 mm/yr. Within its uncertainty, this estimate captures the range of estimates from other studies, including GIA modeling and observations. Previous projections of RSL in Boston (e.g., CZM, 2013; Bosma et al., 2015) assumed subsidence resulted in RSL rates of 0.84 mm/yr (based on the analysis of Zervas, 2013) and 1.1 mm/yr (based on Kirshen et al., 2008). The convergence of estimates from different sources and approaches suggest that an assumed RSL rate due to subsidence of 0.8 ± 0.3 mm/yr is robust. On the timescale considered here, subsidence at the Boston tide gauge location will be independent of climate change, so this rate and its uncertainty is applied to all of our future projections, regardless of which climate scenario is followed (Figure 1-2).

c. Projections

1. Spatial and temporal scales of RSL projections

Estimating future RSL for specific locations at the local-neighborhood spatial scale and/or for individual years requires consideration of local and annual-scale processes that are not explicitly estimated in our approach or projections (Figure 1-2). As noted above, the Boston tide gauge is situated on bedrock and is therefore not subject to local-scale subsidence. In contrast, much of the city is prone to auto-compaction of underlying sediment composed of fill, providing a potential additional source of RSL rise. The composition, thickness, age and loading history of filled areas is spatially variable and poorly quantified, meaning that detailed geotechnical investigations will be needed to estimate an appropriate adjustment to our sea-level projections for specific neighborhoods or locales. However, we anticipate that the rate of auto-compaction will likely be <1 mm/yr and could be approximated as linear over coming decades, provided no significant changes in loading (e.g. new construction).

The projections of RSL provided here are averages across an interval of 19 contiguous years, centered on 2030, 2050, 2070, and 2100. For example, projections for 2050 are the average of the period 2041-2059. RSL may depart from this average for any specific day, season, year, or decade due to a number of processes. Firstly, tide-gauge measurements show substantial “noise” around the overall RSL trend. This variability is caused by short-lived weather patterns that can push water onto or away from the coast (Goddard et al., 2015) and into or out of Boston Harbor. Analysis of multiple tide gauges demonstrates that this variability is generally regional in scale (e.g. Wahl et al., 2013). The Boston tide-gauge record indicates that this contribution to annual RSL was up to ~±5.8 cm for the period since 1921, and that this variability contributed ~±3.3 cm to decadal-average sea level over this time period (Figure 1-3).

Secondly, tides follow annual, monthly, seasonal and multi-annual cycles, and the predicted timing of these cycles will help determine the elevation attained by a particular high tide occurring on top of the projected sea-level rise, and the potential for storm-induced flooding superposed on a specific tidal cycle and projected RSL estimate (see Coastal Storms section). Thirdly, RSL rise will modify the bathymetry of Boston Harbor resulting in an altered tidal range and wave climate. Other factors affecting astronomical and meteorological tidal amplitude include geomorphic evolution of Boston Harbor, sediment dredging, trends in freshwater input from fluvial systems, and the construction of coastal defenses (Figure 1-4). In the future, ongoing hydrodynamic modeling (e.g., Bosma et al., 2015) will be necessary to quantify the influence of these processes on local and annual RSL in and around Boston.

2. Projections of 21st-century relative sea-level change in Boston

Previous studies of RSL change in Boston (e.g., CZM, 2013; Bosma et al., 2015) considered four discrete, future climate scenarios. A limitation of this approach is the “inability to assign likelihood to any particular scenario” (Bosma et al., 2015). With future sea-level scenarios presented as a series of discrete pathways, end users and stakeholders are left to decide which outcomes are the most likely to be realized (e.g., Parris et al., 2012). Furthermore, projections generated by summing multiple and uncertain sea-level contributions often fail to formally propagate uncertainty into the analysis. Previous analyses
of RSL change in Boston also ignored the gravitational and rotational effects of changing land-ice mass (Fig. 1-1), ocean dynamical effects, and plausible scenarios of land-water storage. Here, we address these limitations by adopting a probabilistic approach, closely following the methodology developed by Kopp et al. (2014). Rather than providing a few discrete scenarios, this approach produces a continuum of Boston-specific probability distributions, informed by state-of-the-art process modeling, expert assessment, and expert elicitation. Probabilities have the advantage of predicting RSL in any particular year along with its uncertainty (e.g., 90% confidence interval), which is particularly useful for adaptive response planning and municipal decision-making in cases where risk tolerances, uncertainties, and time frames should be considered. Probabilities of future RSL can also be linked to the analysis of specific threats such as storm surge (see Coastal Storms, Section 2b) and the time-evolving flood protection appropriate for specific assets (e.g., Buchanan et al., in review). Additionally, as new projections for individual contributions to future sea level become available (e.g., revised scenarios of melting ice sheets), they can be readily incorporated into this framework to generate updated RSL estimates for Boston.

Our Boston RSL projections aggregate the individual components of sea-level change summarized above (Figure 1-2), including global mean thermal expansion of the ocean; regional ocean dynamics; changes in the mass...
of the West Antarctic Ice Sheet (WAIS), East Antarctic Ice Sheet (EAIS), Greenland Ice Sheet (GIS), and alpine glaciers and ice caps (GIC); land-water storage; and the 0.8 ± 0.3 mm/yr of subsidence as described above. As in Kopp et al. (2014), Coupled Model Intercomparison Project Phase 5 (CMIP5) climate models provide projections of thermal expansion and ocean dynamics, and they serve as an input to a model of the mass balance of alpine glaciers and ice caps (GIC); expert elicitation and AR5’s expert assessment provide GIS projections; population projections (United Nations, 2012) and historical data are used for land-water storage contributions; and tide-gauge data yield the subsidence rate estimate. Latin hypercube sampling (10,000 samples) is used to generate time-dependent probability distributions of RSL in Boston that consider the cumulative contribution of the individual components and their uncertainties (Kopp et al., 2014). The analysis presented here differs from Kopp et al. (2014), in that projections of future Antarctic Ice Sheet retreat come from a new, physically based modeling study (DeConto and Pollard, 2016) that considers ice-sheet dynamical processes (climate-ice sheet coupling, meltwater-induced hydrofracturing of buttressing ice shelves and structural collapse of marine-terminating ice cliffs) not considered in previous model studies. These new Antarctic ice sheet simulations, calibrated against past episodes of ice-sheet retreat, show the potential for much greater 21st century Antarctic ice sheet retreat (mostly in West Antarctica) than previously published. This is particularly important for Boston, due to the amplified sensitivity of western North Atlantic sea level to ice loss on West Antarctica (Figure 1-1).

We focus on RCPs 8.5, 4.5, and 2.6. We do not consider RCP6.0, because it yields 21st century sea-level projections nearly identical to those of RCP4.5 (Church et al., 2013). Our projections for GMSL and RSL in Boston under the three RCP scenarios are presented in Figure 1-4 and Table 1-1. Consistent with Kopp et al. (2014), we consider the maximum possible RSL rise to be the 99.9th percentile (equal to an exceedance probability of 0.001 or 0.1%) of our projections. Results are also presented for the median (50th percentile), 67% probability range (16.7th to 83.3th percentiles) and 90% probability range (5th to 95th percentiles). In the terminology used by the IPCC, the 67% and 90% ranges are respectively called “likely” and “very likely.” Due to the influence of regional-scale processes described previously, RSL in Boston will likely exceed the global average throughout the 21st century, regardless of which emissions trajectory is followed.

Figure 1-4 and Table 1-1 show that the amount and rate of RSL rise in Boston during the first half of the 21st century are nearly independent of emissions (likely 21 to 45 cm under RCP8.5, 20 to 43 cm under RCP4.5, and 19 to 42 cm under RCP2.6). Figure 1-4 H reveals that the magnitudes of the individual contributions to sea-level rise are almost independent of the climate scenario for the first half of the 21st century. However, after ~2050, the predicted Antarctic Ice Sheet contribution becomes strongly dependent on the climate scenario, largely due to the potential for widespread retreat of marine-based ice in West Antarctic in the RCP4.5 scenario, and retreat of both West and East Antarctic marine-based ice in the RCP8.5 scenario (DeConto and Pollard, 2016). This results in a sharp divergence of the RSL predictions in the second half of the 21st century. Under RCP8.5, RSL will likely (67% probability) rise in Boston by 97 to 226 cm by 2100, compared to 89 to 202 cm in the global mean. Under the moderate-emissions RCP4.5 pathway, RSL will likely rise by 75 to 156 cm, compared to 71 to 138 cm in the global mean. Under the low-emissions RCP2.6 pathway, RSL will likely rise by 56 to 117 cm, compared to 31 to 62 cm in the global mean.

Sea-level rise will not stop in 2100, and because some long-lived infrastructure and land use plans will likely extend into the 22nd century, changes in RSL should be considered beyond 2100. If the high RCP8.5 emission scenario is followed, our projections suggest that the rate of RSL rise by the end of the 21st century will be 19-48 mm/yr (an order of magnitude faster than today) and will continue to accelerate. A far more modest, but ongoing rate of 6-16 mm/yr is projected under RCP2.6, in part because sea level is a
slow-responding component of the climate system, resulting in a multi-century commitment to RSL rise even beyond the initial forcing (e.g., Rahmstorf et al., 2012; Dutton et al., 2015). Ice sheets in particular may take centuries to millennia to approach equilibrium to a perturbed climate state (e.g., Dutton et al., 2015). Under RCP8.5, RSL rise in Boston will likely be 6.5 to 10 m by 2200. Under RCP4.5, this is reduced to 2.2 to 5 m; and under RCP 2.6, it is further reduced to 1.6-2.4 m. Under RCP2.6, the 90% confidence interval for RSL rise in Boston by 2200 is 1.3-2.7 m, with a maximum possible rise of 3.6 m (Figure 1-4). For RCP8.5, we project RSL in Boston at 2200 to be 6.00-10.40 m (90% confidence interval) above the 2000 baseline, with a maximum possible rise of 11.2 m.

These projections are not the final word on sea-level rise in Boston. Just as the Kopp et al. (2014) projections have been updated using the new Antarctic modeling results of DeConto and Pollard (2015), projections used for planning purposes should be periodically revisited as constraints on the contributing processes continue to improve. Various techniques exist in the literature for making decisions under “deep uncertainty,” where probability estimates are themselves uncertain (e.g., McInerney et al., 2009), and these have been adapted for use with probabilistic sea-level rise projections (Buchanan et al., in review). Estimates of the maximum physically possible sea-level rise are useful for some of the approaches. For comparison, Kopp et al. (2014) estimated a maximum physically plausible sea-level rise at Boston of 80 cm by 2050 and 3.0 m by 2100 versus 74 cm and 3.2 m, respectively, in this analysis. The recent study by CZM (2013) estimated a maximum RSL rise of 2.0 m in 2100, substantially less than estimated here.

3. Coastal response to projected relative sea-level change

Because coastal systems respond dynamically to water levels, projections of RSL rise cannot be imposed on a static landscape characterized by the bathymetry and topography that is observed in and around Boston today. Importantly, rates of RSL rise, as well as the absolute magnitude of RSL, are important for considering coastal evolution because faster rates of rise inhibit the ability of coastal systems to achieve and maintain geomorphic equilibrium. Here we identify several potential feedbacks between RSL rise and coastal landscape processes in Boston Harbor.

RSL rise will increase tidal range, wave energy, and tidal inundation, resulting in increased erosion of existing geomorphic features and existing or planned coastal engineering works such as flood defenses (e.g., FitzGerald et al., 2011a; FitzGerald et al., 2011b; Himmelstoss et al., 2006; Mawdsley et al., 2015). Based on historical records, we anticipate that the increase in tidal range will likely be modest (<2% change, i.e. ~5 cm; Fig. 1-5) and that the magnitude of
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<td>0.7</td>
<td>1.1</td>
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<td>2070</td>
<td>0.6</td>
<td>1.0</td>
<td>1.5</td>
<td>2.2</td>
<td>3.1</td>
<td>3.7</td>
<td>4.3</td>
</tr>
<tr>
<td>2100</td>
<td>1.6</td>
<td>2.4</td>
<td>3.2</td>
<td>4.9</td>
<td>7.4</td>
<td>8.6</td>
<td>9.5</td>
</tr>
<tr>
<td>2200</td>
<td>18.9</td>
<td>19.9</td>
<td>21.4</td>
<td>26.1</td>
<td>32.8</td>
<td>34.1</td>
<td>35.3</td>
</tr>
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</table>

| RCP4.5 |     |       |     |       |      |      |       |
| 2030  | -0.1 | 0.1   | 0.3 | 0.5   | 0.7  | 0.9  | 1.0   | 1.2   |
| 2050  | 0.1  | 0.4   | 0.7 | 1.0   | 1.4  | 1.7  | 2.0   | 2.3   |
| 2070  | 0.4  | 0.9   | 1.3 | 1.9   | 2.6  | 3.1  | 3.6   | 4.1   |
| 2100  | 0.9  | 1.7   | 2.4 | 3.6   | 5.1  | 6.1  | 7.0   | 8.0   |
| 2200  | 5.5  | 6.2   | 7.2 | 10.9  | 16.5 | 18.0 | 19.3  | 20.9  |

| RCP2.6 |     |       |     |       |      |      |       |
| 2030  | -0.1 | 0.1   | 0.3 | 0.5   | 0.7  | 0.9  | 1.0   | 1.2   |
| 2050  | 0.1  | 0.4   | 0.6 | 1.0   | 1.4  | 1.7  | 2.0   | 2.3   |
| 2070  | 0.3  | 0.7   | 1.1 | 1.7   | 2.3  | 2.7  | 3.1   | 3.6   |
| 2100  | 0.4  | 1.2   | 1.8 | 2.8   | 3.8  | 4.6  | 5.3   | 6.2   |
| 2200  | 3.6  | 4.4   | 5.2 | 6.4   | 7.7  | 8.8  | 9.9   | 11.8  |
Figure 1-4. Projections of global mean sea level change (left panels) and relative sea-level change in Boston (right panels) during the 21st century. (A,B) Median projections under three climate scenarios (RCPs 2.6, 4.5, and 8.5). Historic trends measured by tide gauges are shown in grey. (C,D) Projections for key time points during the 21st century (2030, 2050, 2070, and 2100) under the three RCP climate scenarios. The modified box plots present probabilistic estimates of future RSL changes in Boston. (E,F) Projected rates of RSL rise for the 21st century relative to 2000 under the three climate scenarios. Historical global rates (Hay et al., 2015) and in Boston are shown in grey. Based on ambient suspended sediment supply and local tidal range, marshes in New England are predicted to begin an irreversible decline once rates of sea-level rise exceed 5 mm/yr (Kirwan et al., 2010), which is predicted to occur in the near future (F, dashed line) for even the most conservative emission scenario. (G, H) The breakdown of the individual contributions responsible for the projected sea-level changes under the three climate scenarios.
any astronomically-driven tides is unlikely to change. Wave heights will increase due to deepening of Boston Harbor, but more importantly, waves will break higher up the shorelines even during average storm conditions, causing increased rates of retreat. Higher RSL will focus wave energy on the top of existing sea walls that are susceptible to being dismantled as individual granite blocks are dislodged, resulting in the collapse of adjoining structures. Greater wave energy will also increase the potential for beach erosion and breaching of low and/or narrow barriers (at Winthrop and Nantasket Beach, for example). These impacts are likely to have the greatest impact on the outer islands and peninsula shorelines of Boston Harbor with diminishing effects toward the Boston proper shoreline.

Erosion of islands in Boston Harbor is important because they help to defend the city during northeast coastal storms by substantially reducing wave energy (Bosma et al., 2015). This is achieved by partially refracting storm waves that propagate into Boston Harbor along deep sea floor features such as the President’s Roads and Nantasket Roads channels. Islands in the harbor are largely glacial drumlin structures that are prone to erosion and will retreat under a regime of rapid RSL rise, resulting in a diminished coastal defense, unless they are protected by natural boulder retreat platforms or man-made coastal defenses (“hardened shorelines”).

Salt marshes are able to maintain their position in the tidal frame by producing subsurface biomass and accumulating sediment at a rate that is equal to, or greater than the rate of RSL rise (e.g., Kirwan and Murray, 2008; Morris et al., 2002). The accelerating rate of RSL rise that will characterize RSL change in Boston during the 21st century will soon make salt-marsh flooding events more frequent and widespread. Eventually salt marshes such as those located at Quincy, Neponset, and Belle Isle will be converted to tidal flats and sub-tidal bays, because the ecological limits of in situ organic sediment production and the very low suspended sediment concentration in Boston Harbor are insufficient to keep pace with the projected rates of RSL rise (Fig. 1-4B). This will result in the loss of a wave-dampening ecosystem and less tangible impacts, including loss of habitat for species such as wading birds and young fish and contribution of nutrients and detritus to the harbor and coastal oceans. Other low-lying sites (e.g., Winthrop Golf Course) will also experience more frequent inundation by salt water and conversion to wetlands or tidal flats.

d. Open questions and data gaps

Clearly, uncertainty in future RSL projections is dominated by the unknown emission scenario that will be followed (Fig. 1-4), and by the uncertain magnitude and rate of future ice-sheet retreat. This second factor is particularly relevant for Boston in the second half of the 21st century, when the future RSL trajectory will largely be controlled by the sea-level contribution of the Antarctic Ice Sheet (Fig. 1-1).

Early in the 21st century, the uncertain ocean dynamical response to a warming world and the potential for a more persistent negative phase of the North Atlantic Oscillation index in the future (Goddard et al., 2015; Yin et al., 2012) also provide substantial uncertainty in RSL projections along the North American East Coast, but less so than greenhouse-gas emissions or the uncertain timing of Antarctic ice-sheet response. A strength of the approach followed here is the potential for periodic updating of Boston-specific RSL predictions, particularly as constraints on physical ice-sheet processes and rates improve, and/or the range of likely future emissions scenarios begins to narrow.

2. Coastal Storms

a. Key findings

- Extratropical storms have been and will continue to be the dominant cause of flooding in Boston even for the lowest probability, highest impact events. Recent reports indicate a negligible trend in frequency and possibly a slight weakening of extratropical systems. Projections of changes in extratropical storm characteristics remain highly uncertain, due in part to “a lack of adequate knowledge of the mechanisms responsible for producing these changes.” Hence there are currently no robust estimates of changes in extratropical cyclone
There is still disagreement with respect to changes in tropical cyclone frequency; however, there is agreement that tropical storm intensity is likely to increase, resulting in an increase in the frequency of major hurricanes (Category 3 and greater) and an increase in the intensities of the strongest storms. Combined with a projected northward shift in both the track and intensity of these storms, the impact of tropical cyclones upon Boston has the potential to increase even if the total number of storms does not. Some projections for increased exceedance probabilities of hurricane-induced surge activity have been produced, albeit not for specific times/scenarios and not with accompanying uncertainties (see Fig. 4.24, Bosma et al., 2015). Other than these estimates, to the best of our knowledge, no changes in intensity, frequency, or tracks have been produced for New England. Given the uncertainty in the response of these storms to changing environmental conditions associated with global warming, currently there are no robust estimates of changes in tropical cyclone intensity, frequency, or trajectory for any of the time periods under consideration here.

Given the uncertainties in changes in tropical and extratropical storms, we recommend that no changes be assumed in characteristics but this be further monitored as this is a rapidly evolving branch of climate science.

Moving forward, independent of changes in coastal storms, the most substantial influence of global warming upon storm-induced flooding will be the increase in global and local sea levels, which will increase the baseline water level upon which the storm surge and storm tide are superimposed.

Coastal flooding study results indicate modest increases in flooding frequency and magnitude by 2030 under most emissions scenarios and more substantial increases in storm-induced flooding by 2050 and later. For instance, coastal floods that presently occur with a 1% annual likelihood (i.e., a “100-year storm tide”) in 2000 could have a higher than 20% annual likelihood of occurring by the year 2050 and may occur as frequently as high tide sometime near or after year 2100.

To date, coastal flooding studies have used fixed sea level rise elevations at points in the future, rather than probabilistic estimates such as those shown in Table 1-1. Differences are not expected to dramatically affect the estimates of the heights and recurrence rates of particular water surface elevations through 2050 compared to 2000; however, the same does not hold true for later in the century. Indeed, results suggest that incorporating fixed median SLR estimates for 2100, rather than accounting for the full distribution, halves the height of the expected 1% annual probability flood and underestimates it by over 1 m.

b. Review of existing science

1. Definitions

Storms—in frequent but severe weather events that are typically accompanied by high winds, heavy precipitation, and dramatic changes in temperature—can strike Boston at any time of the year. While there are various types of atmospheric conditions that can produce storms across the region, our primary interest here is in the large-scale (100s of miles) counterclockwise circulations that spiral around traveling low-pressure centers, termed “cyclones.” These circulations, and the accompanying increase in near-surface winds, can damage structures across the city, produce flying debris that can cause injury and even death in certain cases, and disrupt electricity and communications services. Even more substantial damages result when winds from storms centered off the coast drive ocean water towards the land, resulting in a local rise in the water level, termed the “storm surge.” When combined with tidal influences, the wind-driven increase in sea-level is known as the “storm tide” (NHCRHC, 2014) and can result in storm-induced flooding across the city.

Traveling cyclones can originate from various dynamic processes. In the tropics, the low pressures at the center of the cyclone are the result of feedbacks between the atmosphere and ocean. In-spiraling near-surface winds draw moisture from the ocean and feed it into the cyclone, which through circulating updrafts lofts the moisture, allowing it to condense. As it does so, it releases heat that warms the surrounding air, causing it to rise even more rapidly. As the air rises, the atmospheric pressures below it decrease even further, which subsequently draws even more warm, moist air into the cyclone. These storms, termed “tropical cyclones,” are referred to as hurricanes (in the North American sector) once they have reached a sustained wind speed of more than 74mph. For this report, however, we will use the term “tropical cyclone” to refer to any sustained storm system originating from the tropics that subsequently impacts the Northeast.

Traveling cyclones can also originate from outside
the tropics, which are termed “extratropical cyclones.” For these storms the low pressure at the center of the cyclone typically results from atmospheric processes that rely on the difference in temperatures between the low and high latitudes, which serves as a source of “potential energy” that can drive the kinetic energy of the storm itself. In this case, the circulation of air around the storm’s low (and high) pressure center pushes warm, moist low-latitude air into regions of the storm that are already warm and draws cold, dry high-latitude air into regions of the storm that are already cold. The movement of these air masses augments the pressure difference between the low and high pressure centers of the storm, resulting in stronger winds and even more infusion of warm and cold air into the storm. These storms—which can form during any time of year but are most prevalent in the extended cold-season months—include nor’easters as well as “coastal runners” and “Alberta Clippers” among others. For this report, however, we will use the term “extratropical cyclone” to refer to any sustained storm system originating from the mid-latitudes that subsequently impacts the Northeast.

2. Tropical Cyclones

Nationwide, hurricane losses have been on the rise during the 20th century, partly as a result of an increase in intensity and duration of Atlantic hurricanes. However, trends in the frequency and/or intensity of tropical cyclones within any given region, including the Northeast, are much less robust (NHCRHC, 2014; Bosma et al., 2015). Indeed, the Intergovernmental Panel on Climate Change assessment (IPCC, 2013) suggests the frequency of Atlantic tropical storms is unlikely to increase over the next century, although alternate projections using different models and downscaling techniques do suggest a possible increase in frequency (Emanuel, 2013). Despite this discrepancy in the projection of tropical cyclone frequency, there is agreement on the projection of tropical storm intensity, which is likely to increase, resulting in an increase in the frequency of major hurricanes (Category 3+ - NHCRHC, 2014). Combined with a projected northward shift in both the track and intensity of these storms, the impact of tropical cyclones upon Boston has the potential to increase even if the total number of storms does not (NHCRHC, 2014).

Some projections for increased exceedance probabilities of hurricane-induced surge activity have been produced, albeit not for specific times/scenarios and not with accompanying uncertainties (Fig. 4.24, Bosma et al., 2015). Other than these estimates, to the best of our knowledge, no changes in intensity, frequency, or tracks have been produced for New England.

3. Extratropical Cyclones

While early reports suggested that extratropical storm tracks, including those of nor’easters, have shifted northward since the 1970s resulting in more frequent and intense storm activity in New England (NECIA, 2007), more recent reports indicate a negligible trend in frequency and possibly a slight weakening of these systems (NHCRHC, 2014; Bosma et al., 2015). Given these discrepancies, no definitive trend in the frequency and/or intensity of extratropical storms over New England has yet been reported (NHCRHC, 2014). In addition, few numerical model studies have been done on the changing impacts of extratropical storms on coastal areas of the Northeast (Bosma et al., 2015). Of those that have been done, most conclude that a warmer climate and accompanying decrease in the temperature difference between low and high latitudes results in a small poleward shift of the storm tracks, a reduction in their number as well as possibly their intensity (Bosma et al., 2015). More locally, it is expected that there will be a decrease in the frequency of high-intensity storms off the coast of the Northeast (Colle et al., 2013; Seiler and Zweirs, 2015) while inland there is the potential for more high-intensity storms (Colle et al., 2013). However, alternate projections using different models suggest a possible decrease inland as well (Seiler and Zweirs, 2015). In addition, these effects may be seasonally dependent with some projections suggesting 5 to 15 percent more late-winter storms affecting the Northeast (about one additional late winter storm per year) under very large climate change scenarios (NECIA, 2007; MassCCAR, 2011).

As with projections of changes in tropical cyclone characteristics, no projections of changes in extratropical cyclone intensity, frequency, or tracks have been produced for the Northeast. One study (Colle et al., 2013) does produce projections for changes in intensity and frequency along the East Coast of the U.S., including a decrease in the frequency of weak to moderate cyclones both over land and off-shore. The same study indicates an increase in the frequency of intense storms over land (but no discernable change in frequency of intense storms off-shore), although a more recent study (using different models) indicates these same regions will instead experience a substantial decrease (of 15-20%) in exposure to “explosive cyclones” (Seller and Zwiers, 2015).

4. Storm-Induced Coastal Flooding

As noted above, Boston is sensitive to coastal flooding resulting from both tropical and extratropical storms. The actual size of the storm-induced surge depends upon the storm’s intensity, speed, size, and track with respect to the coast (NHCRHC, 2014). Just as important is the timing of a storm in relation to the tide, particularly in Boston where the tidal ranges (~3-4 m) are typically larger than the storm surge itself and hence contribute relatively more to the overall storm tide than in a place such as New York City where the tidal range is half that in Boston (Bosma et al., 2015). Since tropical cyclones almost always make landfall south of Boston and move through the region relatively quickly, there is a substantially smaller chance that the accompanying storm surge will coincide with high tide. In contrast, the storm surges induced by extratropical storms often last a day or more. For this reason, currently extratropical storms are the dominant form of flooding in Boston even for the lowest probability, highest impact events.
particular water surface elevations up through 2050 (when
affect the estimates of return levels and recurrence rates of
distributions of sea level rise are not expected to dramatically
While differences in the use of the fixed and probabilistic
distribution of changes in storm-induced flooding that may
extension they are incapable of fully representing the full
level rise that may impact Boston (Bosma et al., 2015); by
waterfront areas, including Logan International Airport, the
Deer Island Sewage Treatment Plant, and the Central Artery
and Massachusetts Turnpike (MassCCAR, 2011).

c. Projections

Given the uncertainties in the changing characteristics of tropical and extratropical storms, many early studies used the present frequency distributions for storm tides measured at tide gauges, elevated by sea level rise projections, and then mapped the hydraulically connected areas with the same elevation as at the gauge (so-called “bathtub” studies). More recent studies, though, tend to use various hydraulic models to estimate the response of the coastal ocean to storm-induced winds (Bosma et al., 2015). Generally, these latter results indicate that flooding frequency and magnitude increases by 2030 under most emissions scenarios, but these changes are moderate compared to more substantial increases in storm-induced flooding by 2050 and later (Bosma et al., 2015). For instance, coastal floods that presently occur with a 1% annual likelihood (i.e., a “100-year storm tide”) in 2005 could have a higher than 20% annual likelihood of occurring by the year 2050 and may occur as frequently as high tide sometime near or after year 2100 (Kirshen et al., 2008; TBHA, 2013). Geographically, 2070 and tropical storm frequencies and intensities (NHCRHC, 2014), however as noted previously the nature of these changes are much less certain. Even absent changes in the characteristics of these storms, global and local sea level rise alone will expose infrastructure to storm-induced flooding such that the projected 100-year coastal storm floodplain in 2100 will include much of the Back Bay and Boston waterfront areas, including Logan International Airport, the Deer Island Sewage Treatment Plant, and the Central Artery and Massachusetts Turnpike (MassCCAR, 2011).

Unfortunately, given the computational resources needed to simulate the storm surge and tide using hydraulic models, these more recent studies use fixed estimates of sea level rise that ignore the probabilistic projections of sea level rise that may impact Boston (Bosma et al., 2015); by extension they are incapable of fully representing the full distribution of changes in storm-induced flooding that may occur at various time periods and under various scenarios. While differences in the use of the fixed and probabilistic distributions of sea level rise are not expected to dramatically affect the estimates of return levels and recurrence rates of particular water surface elevations up through 2050 (when the distributions of sea level rise are relatively narrow), the same does not hold for later in the century. Indeed, results suggest that incorporating fixed median SLR estimates for 2000 to 2100, rather than accounting for the full distribution, halves the height of the expected 1% annual probability flood and underestimates it by over 1m (Buchanan et al., 2016).

As such, for this report, we return to the use of the historic frequency distributions for storm tides, as represented by tide gauge-derived extreme value statistics used in Buchanan et al. (2016). These annual chance flood events are then increased by the distributions of sea level rise (SLR) as given in the SLR Section of this report using the methods outlined in Hunter (2012) and Buchanan et al. (2016). Developed by Hunter (2012) and expanded by Buchanan et al. (2016), SLR “allowances” provide planners with a “freeboard” (vertical distance to raise a structure) to maintain a desired annual flooding exposure (e.g., 1% average annual chance of flooding) for either a specific future year (instantaneous allowance) or over a given time period (design-life allowance) with SLR. Importantly, because the number of exceedances is a nonlinear function of the flood level (whether calculated using a theoretical distribution such as the peak-over-threshold approach as done here, or from the observations themselves) and the flood level is a function of both the storm tide and SLR, the uncertainty in SLR estimates introduces a positive definite increase in the expected number of exceedances above that estimated using the mean (or median) SLR value – see Eq. 7 from Hunter (2012). For example, the extent of uncertainty in a SLR probability distribution and the log-linearity of the flood return curve pulls the height of the expected 1% average annual chance flood towards the 99.9th percentile of SLR. Essentially, the number of additional exceedances introduced by the possibility of larger than expected SLR is not offset by the reduction of exceedances introduced by the possibility of smaller than expected SLR, even if the SLR distribution itself is near-normal. Because of this nonlinear effect, the allowance needed to maintain exposure to flooding events given a distribution of SLR values is larger than would be estimated using the mean (or median) value of such SLR distribution, as discussed above and quantified in Buchanan et al. (2016). The results of this analysis are in Table 2-1.

In the near- (2030) and mid-term (2050), both the annual probability of today’s 100-year flood and the heights for a 1% probability flood are relatively insensitive to the concentration pathway/emissions scenario. However, by the end of the century (and even before) the differences between the values under the high (RCP8.5) and low (RCP4.5) concentration conditions become substantial. Further, the magnitudes of these values, in comparison to current ones, are also substantial. For instance, under both scenarios the probability of the current (circa 2000) 100-year flood becomes sub-annual and may occur as frequently as daily given the distributions of expected sea level rise. Further, under both scenarios the heights for a 1% probability flood are ~1.5-2.5m higher than today, the latter value representing a near doubling of their current value.
There is evidence that the intensity of tropical storms has already been increasing and will increase in the future in response to human induced global warming (Bosma et al., 2015). Further, changes in North Atlantic sea surface temperatures will influence both the location of tropical cyclone formation and the large-scale atmospheric circulations that steer the storms’ subsequent movement (NHCRHC, 2014). Conversely, debate continues as to how global warming will influence the frequency of tropical cyclone formation (NECIA, 2007). As such, it is possible that there will be stronger, but fewer, hurricanes as a result of global warming (MassCCAR, 2011). However, given the uncertainty in the response of these storms to changing environmental conditions associated with global warming, currently there are no robust estimates of changes in tropical cyclone intensity, frequency, or trajectory for any of the time periods under consideration here.

Projections of changes in extratropical storm characteristics remain highly uncertain, due in part to “a lack of adequate knowledge of the mechanisms responsible for producing these changes” (NHCRHC, 2014). There is some suggestion they may be less frequent and less intense with a possible poleward shift in their tracks, but quantitative (and qualitative) agreement on the magnitude (or even sign) of these changes is lacking (NHCRHC, 2014). Further, while there is some consensus that there will be reduction in the number of extratropical storms in mid-latitudes, overall additional results suggest that there may be an increase in the number of relatively infrequent but strong extratropical storms over the inland Northeast. Again there is a broad range of uncertainty in these results, which additionally may be seasonally dependent (NHCRHC, 2014). As with tropical cyclones, given the uncertainty in the response of extratropical storms to changing environmental conditions associated with global warming, currently there are no robust estimates of changes in extratropical cyclone intensity, frequency, or trajectory for any of the time periods under consideration here.

As noted above, the expected 1% average annual probability flood height and the annual probabilities of particular water surface elevations presented by Buchanan et al. (2016) have been produced under the assumption of stationary storm characteristics and that these are adequately captured by the present frequency distributions for storm tides. This decision was made based upon our expert assessment that: 1) future changes in either extratropical or tropical characteristics are unquantifiable at this point in time; 2) the integrated response of the coastal ocean to these storms, as represented by the output of the hydraulic models, is adequately represented by the observed distribution of storm tides measured at tidal gauges; and 3) the largest driver of enhanced storm-induced flooding is the change in the base sea level, not the change in the storm characteristics themselves or the ocean response to those changing storm characteristics. Point 2 is of particular importance and is worth discussing further here. In particular, it has been argued (BWSC, 2015; Bosma et al., 2015) that hydraulic models are needed to account for dynamic tidal boundary conditions and wave and wave run-up effects in order to appropriately represent the frequency distributions and elevations of storm surges and tides at ungauged sites across the city of Boston. Further these models are required if there are nonlinear interactions between the storm surge/tide characteristics and the mean sea level depth upon which they are imposed.

In contrast, the Buchanan et al. (2016) approach assumes changes in sea level can be added to current storm tide flood probabilities and by extension ignores any changes in storm surge/tide characteristics resulting from SLR-induced changes in flood dynamics. This condition is often considered reasonable given that the difference between static and dynamic approaches are typically much smaller than uncertainties in sea level rise and flood return probabilities (e.g. Orson et al., 2015; Patrick et al., 2015). Further, comparison of the simulated storm surge/
tide characteristics for different SLR estimates, as derived in Bosma et al., 2015, indicate that the influence of these nonlinear interactions are minimal such that the simulated storm surge/tide characteristics remain relatively stationary as a function of SLR and that these characteristics are well represented by the observed characteristics at gauged sites.

These findings have two important implications. Firstly, they suggest that for Boston (although not for all coastal locations) the historical storm surge/tide characteristics from gauged stations can be used as a proxy for future storm surge/tide characteristics, which in turn allows us to provide quantitative projections of flood elevations consistent with the distributions of sea level rise as given in the SLR Section (as presented in Table 1-1). Equally important, they provide guidance on how to synthesize data from hydraulic models with the improved distributions of sea level rise found in the SLR Section, which is essential for projecting the expected flood height for various return levels, scenarios and time periods at ungauged sites across Boston. Specifically, using the data at a particular hydraulic model grid, the necessary extreme value statistics can be derived from the frequency distributions and elevations of storm surges and tides at that grid using the methods outlined in Buchanan et al. (2016). These extreme value statistics then can be increased by the distributions of sea level rise as given in the SLR Section, again as outlined in Buchanan et al. (2016). While not done here, in this way improved projections of expected flood heights for various return levels, scenarios and time periods for any location in the city can be determined using the frequency distributions of storm surges/tides provided by the hydraulic model. As such, we strongly advise that subsequent vulnerability analyses adopt this method.

As an aside, we further note that while results presented here are for the historic and future 100-year flood level/probability—which is a standard for risk management—alternative dynamic flood risk analyses are available that allow decision-makers to assess investments across time lines, risk tolerance levels, and confidence in sea-level rise projections (vis Buchanan et al., 2016). As such, we further advise that future vulnerability analyses adopt these methods in the face of a changing and uncertain distribution across all flood return periods.

e. Joint flooding between rain- and storm surge-driven flooding

Floods at a given location can be caused by one or more coinciding events (e.g., riverine flooding, tidal surges, snowmelt runoff, and urban drainage). However, traditional flood frequency analysis does not often distinguish the multiple factors that generate floods but instead analyzes flood peaks as single, independent events. Such analysis, while computationally convenient, can be hydrodynamically incorrect, and can lead to erroneous estimates of flood magnitude and risk (Bray and McCuen, 2014). For coastal communities such as Boston, the flood factor of greatest interest (and concern) is the probability of coincidence (or joint probability) of extreme rain-driven and extreme storm surge-driven floods. Vogel and Stedinger (1984) and Stedinger et al. (1993) recommended a composite flood probability distribution method for independent flood generating processes, which was used in Bosma et al. (2015) to develop the flood exceedance probabilities generated by both tropical and extratropical storms. Recent studies have assessed the joint probabilities of rain- and storm surge-driven flooding using hydrodynamic modeling (van den Hurk et al., 2015; Bosma et al., 2015), copula-based models (Xu et al., 2014; Wahl et al., 2015) or other statistical methods (Lamb et al., 2010; Irish and Resio, 2013; Zheng et al., 2014). In particular, Wahl et al. (2015) evaluated the correlation between extreme rainfall and storm surge events along the US coastline for two cases: Case I, the highest annual storm surge correlated with the highest rainfall within ±1 day and Case II, the highest annual rainfall event correlated with the highest surge event within ±1 day. In Boston, they report a fairly low Kendall’s τ correlation (τ = 0.2) for Case I and no correlation for Case II. They also evaluated how this correlation changed over the period of record. In the case of Boston, the Case I correlation was very low (~0.1) and statistically insignificant until around 1965 (see Fig. 2f of Wahl et al., 2015). Between 1965 and around 1990, the correlation increased (but still fairly low, τ = 0.2) and became statistically significant. After 1990, the correlation increased from ~0.2 to ~0.3. Increasing trends in extreme rainfall have been reported for the time period from 1970 onwards (e.g. Douglas and Fairbank, 2011) and increased rates of global sea level rise have been reported after 1990 (Holgate and Woodworth, 2004).

Figure 2-1 shows the results of preliminary, as yet unpublished analysis of the temporal coincidence of daily rainfall measured at Logan International Airport with maximum daily water level anomalies (WLA, observed water level minus predicted tide, representing storm surge following Kirshen et al., 2008, Fig. 2-1a) and daily observed total water levels (TWL, tide plus surge; Fig. 2-1b) measured in Boston Harbor on the same day. The blue X symbols represent the entire record (1921 to present) while the red squares represent events since 1990. Fig. 2-1a supports the findings of Wahl et al. (2015) that there is a relatively low coincidence of extreme rainfall with extreme surge events on the same day (±1 day coincidence was not evaluated). Figure 2-1b shows that the highest rainfall events have generally coincided with TWL of 2500 and 3000 mm, within the middle to upper levels of TWL observed in Boston Harbor. Plotting the observations since 1990 shows that the distribution of WLA coinciding with rainfall does not appear to have shifted over time (as was suggested by Wahl et al., 2015), however, there does appear to have been a slight increase in the magnitude of TWL coinciding with daily precipitation.

The New Charles River Dam and the Amelia Earhart Dam (on the lower Mystic) were constructed to block the upstream migration of the tide and essentially transformed the lower Charles and Mystic estuaries into freshwater basins.
Figure 2-1a: Coincidence of daily rainfall and daily storm surge events on the same day. Blue symbols represent the entire record (1921 onward); red symbols represent events from 1990 onward. Source: Ellen Douglas of UMass Boston; used with permission.

Figure 2-1b: Coincidence of daily rainfall and total daily water levels in Boston Harbor on the same day. Blue symbols represent the entire record (1921 onward); red symbols represent events from 1990 onward. Source: Ellen Douglas of UMass Boston; used with permission.
upstream of the dams. Both prevent the encroachment of storm surge under current climate conditions and both have large pumps sufficient to discharge flood flows and maintain basin water levels to below flood stage. However, after 2050 SLR will increase the likelihood of large but infrequent storm surge events overtopping or circumventing these dams, which will once again make upstream communities vulnerable to surge-driven flooding. Recent modeling by Bosma et al. (2015) suggests that, under these conditions, storm surge volumes dominate freshwater flood volumes in an overtopping scenario, even with increased freshwater flood magnitudes due to climate change. Further analyses of the joint probability of rain- and storm surge-driven flooding, and how these probabilities might change, is ongoing and is recommended for mid- to late-century scenarios.

3. **Extreme Precipitation**

a. **Key findings**

- Short-term extreme precipitation and inland (river and urban) flooding will likely increase in Boston, although the magnitude of that increase is less certain.

- On timescales of several decades, the importance of naturally-occurring interannual and interdecadal variability (also called “internal variability”) is comparable in importance to human-caused climate change at regional and local scales.

- Research continues on whether global warming may cause the jet stream to become “wavier” and support slower, stronger storms.

- Based on regional projections of snow accumulation (no site specific projections available), declines in seasonally averaged snow depth of 31-48% by 2100 are possible and the start to the snow season will delay progressively.

- Changes in heavy snowfall events can differ from changes in annual snowfall. By 2100, in a high emissions scenario, both aspects of snowfall decrease but daily heavy snowfall at a much slower rate. Despite these decreases, it is plausible that the occurrence of individual heavy snowstorms will continue throughout the 21st century; hence, the city should not necessarily compromise preparedness for large snowfall events going forward.

- The estimates for flood magnitude and frequency changes should be revisited and revised periodically as significant advances are made in understanding flood-generating processes and modeling them.

b. **Review of existing science**

There exists a wide variety of what constitutes “extreme precipitation,” from the multi-year rainfall deficits that make up severe drought to the sub-hourly heavy downpours that can lead to flash flooding. Extreme precipitation can be defined using relative thresholds (e.g., upper 95th percentile), absolute thresholds (e.g., greater than 50 cm) and return intervals (e.g., 100-year storm), all of which can be applied at a range of timescales, from minutes to years. The different ways of defining extreme precipitation can emphasize different physical processes (e.g., convective versus cyclonic) which often have different long-term behavior (i.e., trends), even when defined over the same timescale (e.g., one day). Given the relatively short observational record (for instance, 80 years at Logan Airport), the infrequent nature of “extreme” events, and the relatively small number of studies focusing on the Northeast US, our current understanding of historical extreme precipitation as specifically relevant to Boston is quite limited. For an assessment of the general state of science regarding extreme precipitation, please see the recent report by the National Academy of Sciences (NAS, 2016). This adds an important baseline of uncertainty to future projections. Based on current research activity and model improvements, we expect our understanding to improve significantly over the next decade in several, but not all, of the areas considered here. For instance, over the next five years, it is likely that our understanding will considerably improve regarding the dynamical mechanisms underlying short-term extreme rainfall and flooding and how well they are reproduced in current models, may improve somewhat with respect to snowstorms and drought, and is unlikely to improve much at all with respect to ice storms. However, even a significant improvement in mechanistic understanding does not necessarily translate into more precise projections.

There are a few general considerations that provide important context for evaluating projections in extreme precipitation. Some factors increase our confidence that short-term extremes will likely increase while others highlight the uncertainties in the amount of this increase.

1. **General factors in favor of increasing future extreme precipitation**

a. **The physics of extreme precipitation**

Based on fundamental physical principles (e.g., the Clausius-Clapeyron equation), the upper limit on atmospheric water vapor will notably increase as the climate system warms (Held and Soden, 2006). The degree to which this upper limit will be realized, and how frequently, is subject to complex regional and local factors, but general increases to the upper limit of how much atmospheric water is available for...
precipitation (and for fueling storms via latent heat release) will occur as the climate warms.

b. Model-to-model consistency

While regional projections of precipitation extremes vary considerably based on model and scenario (Ning et al., 2015, Vavrus et al., 2015), all individual results show increases (Ning et al. 2015). Model-to-model consistency in the direction of change is a strong factor in assigning confidence to projections, which increases our confidence that extreme precipitation will generally increase. However, the variability in individual model results reduces our confidence in the magnitude of the increase. Furthermore, model consistency is not a guarantee of an accurate result – there are known limitations common to all current models that are directly relevant to extreme precipitation, including insufficient resolution to explicitly resolve hurricanes as well as individual convective storm cells.

c. Observed trends

The Northeast has already exhibited notable increases in extreme precipitation. For example, the Northeast US has experienced a greater than 70% increase in the heaviest 1% of daily precipitation over the period 1958-2010, which represents the highest regional increase in the US (Grisman et al., 2012, Kunkel et al., 2013a, Walsh et al., 2014). The Northeast has also experienced a documented increase in flooding (Collins, 2009, DeGaetano, 2009, Armstrong et al., 2014, Peterson et al., 2013, Georgakakos et al., 2014). While the existence of trends in historical observations does not guarantee trends in future events, the prominence of the extreme precipitation trend, especially in combination with the consistency in the sign of model projections for extreme precipitation, is highly suggestive of future increases, and sets a minimum level of what is physically possible.

2. General factors that increase the uncertainty of the projections

a. Hurricanes

Hurricanes, hurricane remnants, and tropical cyclones (the same type of storm system as a hurricane but weaker) are important mechanisms for the occurrence of the highest precipitation events in the Northeast (Barlow, 2012) and some of the most severe floods (e.g., the impact of coastal flooding of Hurricane Sandy in NYC or the inland flooding associated with Hurricanes Connie and Diane; see also Collins et al., 2014). Shifts in the intensity, frequency, or paths of these systems could have important implications for extreme precipitation and flooding but these systems are not fully resolved in current climate models. This is discussed in more detail in the previous section on storms.

b. Naturally-occurring climate variability

On timescales of several decades, the importance of naturally-occurring interannual and interdecadal variability (also called “internal variability”) is comparable in importance to human-caused climate change at regional and local scales. To discriminate between the two, a large number of model runs (Deser et al., 2012, 2014; Wallace et al., 2014) or special techniques (Thompson et al., 2015) is required. Indeed, ongoing research continues to refine the extent to which natural variability (i.e., long-term persistence) influences the historical trends.

c. Model differences and limited evaluation of simulated extremes

As noted previously, regional projections of precipitation extremes vary considerably based on model and scenario (Ning et al., 2015, Vavrus et al., 2015). One factor in the credibility of a model projection is the ability of the model to capture the historical behavior of the parameter of interest; for example, seasonal cycle, spatial distribution, historical trends, and meteorological processes. At this time, we have only very limited information on how well models simulate extreme precipitation processes for the Northeast US, and almost none for the Boston area, specifically. This lack of evaluative information combined with the inter-model variation in the strength of future trends limits our confidence to make Boston-specific projections. This is discussed in more detail in the following sections.

d. Changes to the jet stream

There has been a considerable amount of scientific disagreement over the question of whether global atmospheric warming may be causing the jet stream to become “wavier” that would support slower, stronger storms. This is later discussed in detail in Section 3.

e. Tipping points

There appear to be “tipping points” in the climate system, where rapid and irreversible change is initiated, such as Arctic thawing releasing large amounts of methane, or the collapse of the thermohaline circulation in the Atlantic Ocean (which is a factor in the Gulf Stream and its associated warm waters off the coast of New England) (e.g., Lenton, 2011). These have the potential to result in larger, more rapid changes than those considered here and we do not yet have a good understanding of the potential for these types of events to occur and how they would subsequently impact storm systems over the Northeast U.S.
c. Projections

Based on a review of the most recent and relevant reports and scientific literature, projections for the Boston area are considered for the following: short-term extreme precipitation, flooding, seasonal snow accumulation, snow storms, ice storms, and droughts.

1. Short-term extreme precipitation

In this section, we primarily focus on 24-hour extreme precipitation, but also briefly consider hourly and multi-day extremes.

a. 24-hour precipitation extremes

Here, we consider the "design storm" approach, which defines precipitation extremes based on an extreme value analysis of the historical precipitation record. In a nutshell, this approach entails first extracting the peak annual values from the observed record and then fitting an extreme value function to the extracted annual maximum time series. Alternatively, the observed values that exceed a specified threshold are extracted from the record and an extreme value function is fitted to this partial duration series. Extreme value analysis can be performed on precipitation accumulated over durations ranging from minutes to days, but the most typical analysis is performed on daily (24-hour) accumulations. The extreme value analysis results in a set of precipitation quantiles (often called design storms) that are accumulated depths associated with exceedance probabilities (the probability of an observed precipitation event that equals or exceeds the quantile depth). By convention, exceedance probabilities are often reported as average return periods (the long-term average waiting time between extreme events of a specified magnitude), which is the reciprocal of the exceedance probability. For instance, the quantile (or design storm) associated with a 1% exceedance probability (p = 0.01) would be called the 100-year design storm (return period = 1/0.01 = 100). Our benchmark for this report is the 10-year, 24-hour design storm (the depth of precipitation accumulated over 24 hours with an exceedance probability of 0.1 or an average return period of 10 years).

There have been only a few studies published in the scientific literature that report projections of short-term precipitation extremes for the Northeast US (e.g., Horton et al., 2014, Ning et al., 2015, Lombardo et al., 2015). Even so, it is difficult to extract quantitative, local information from these results; moreover, these studies did not provide information in terms of return periods, or projections specific to the future times required (2030, 2050, 2070, 2100) for this analysis. The report by the Boston Water and Sewer Commission (BWSC,

<table>
<thead>
<tr>
<th>Boston Water and Sewer Commission</th>
<th>Baseline (1948-2012)</th>
<th>Precipitation Depths (in)</th>
<th>2035</th>
<th>2060</th>
<th>2100</th>
</tr>
</thead>
<tbody>
<tr>
<td>B2 (medium)</td>
<td>5.24</td>
<td>5.55</td>
<td>5.76</td>
<td>6.08</td>
<td></td>
</tr>
<tr>
<td>A1F (precautionary)</td>
<td>5.24</td>
<td>5.60</td>
<td>6.03</td>
<td>6.65</td>
<td></td>
</tr>
</tbody>
</table>

|-----------------------------------|----------------------|-------------------|-------------------|

Table 3-1: Estimates of 10-yr, 24-hour design storms (inches) reported by BWSC and C-CCVA.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No. days per year &gt; 2 in. rain in 24 hrs</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Max. 5-day precipitation per year (in.)</td>
<td>6</td>
<td>6.5</td>
<td>6.6</td>
</tr>
<tr>
<td>24-hr design storms</td>
<td>4.9</td>
<td>5.6</td>
<td>6.4</td>
</tr>
</tbody>
</table>

Table 3-2: Additional extreme precipitation metrics (inches) reported by C-CCVA.
2015) provides the most detailed information specifically for Boston. The Cambridge Climate Change Vulnerability Assessment (C-CCVA; City of Cambridge, 2015) provides similar information but did not report projections at 2100. Results from both of these studies are shown in Table 3-1.

b. Summary of methods and limitations for extreme precipitation estimates

The BWSC projections used the SimCLIM software package (Warwick et al., 2005; 2007) to translate precipitation projections from 12 CMIP3 climate models into Boston-specific projections, based on historical precipitation records collected at six BWSC rain gauges and 12 regional climate stations. Two SRES scenarios were used (the RCPs had not yet been developed): B2, which represents moderate cuts in greenhouse gases, comparable to RCP 6, and A1Fi, which represents continued large increases in greenhouse gas emissions (“business as usual”), comparable to RCP 8.5. Median values were used to represent the projected changes for each scenario. The SimCLIM methodology is based on the assumptions that 1) a simple climate model can accurately represent the global responses of a GCM, even when the response is non-linear and 2) the relevant climate variable (here, extreme precipitation) of the fully coupled climate models is linearly related to those models’ annual mean temperature change. The latter assumption represents a common approach that is established in the literature and that has the benefit of allowing consideration of a wider range of climate scenarios and temperature sensitivities while processing much less data than the approach of directly examining the climate variables in individual runs of the full climate models. However, there are many explicit and implicit assumptions in this approach and, in our assessment, a more physically-based approach, such as the direct examination of the behavior of local extreme events in individual dynamically-downscaled model runs, would be preferable.

As noted in the previous section, model validation provides critical context for evaluating projections. The more evidence we have that the models are able to realistically simulate extreme precipitation events in the current climate, the more confidence we have in their projections of how those extremes will change in a future climate. CMIP3 models are able to capture some of the basic aspects of atmospheric circulation associated with extreme precipitation over North America (DeAngelis et al., 2013), although the Boston area was not one of the examined regions. CMIP5 models have a realistic distribution of cold season precipitation but large model spread in the magnitude of extremes (Lombardo et al., 2015). CMIP5 models also have realistic patterns of synoptic storm activity, but the magnitude of the activity is too weak and there is a lot of variation between models (Colle et al., 2013). CMIP5 models also have some known challenges with regard to East Coast storms (Colle et al., 2015). In terms of rainfall extremes, bias is observed in the CMIP5 models’ ability to simulate historical rainfall extremes; however, downscaled CMIP5 results have minimal bias (Thibeault and Seth, 2015).

The limitations of the BWSC projections are as follows: 1) they were not based on the more recent CMIP5 model output, which was not yet available, 2) the method incorporates some assumptions that, while generally accepted, are somewhat simplistic, 3) the results do not include the range of values from different models, and 4) there has been only limited validation of climate models with respect to regional extreme precipitation mechanisms. However, as the BWSC results are similar to dynamically-downscaled analysis of CMIP5 done for New York (http://ny-idf-projections.nrcc.cornell.edu/idf_viewer.html) and are the most detailed projections currently available for Boston, we consider them adequate.

The C-CCVA report uses the Asynchronous Regional Regression Model (ARRM; Stoner et al., 2012) approach to statistically downscale both CMIP3 and CMIP5 output. Their projected numbers for 2030 and 2070 match quite closely with BWSC but their baseline value is lower (4.9 in vs 5.24 in, possibly due to the difference in record length analyzed), so that their projections in terms of percentages are nearly twice as large. As the observed data from the baseline period is used in the statistical downscaling in both reports, it is not clear how to interpret the implications of the differences in baselines. The Cambridge baseline is in line with the current BWSC design storm standard but the BWSC report suggests that number should be revised upward. The new NOAA 14 Atlas provides a range of 4.9 to 5.2 in.

c. Sub-daily precipitation extremes (1 to 24 hours)

Projections of sub-daily extremes are also made in the BWSC and could be used with the same caveats as for the 24-hour projections.

d. Multi-day precipitation extremes

Detailed projections are not available, however the C-CCVA (2015) presented 48-hour design storm estimates and indicates that the magnitude of multi-day precipitation events is expected to increase as well. For example, 5-day precipitation amounts are projected to increase by 0-30% by 2030 and 10-40% by 2070 compared to their baselines. Demaria et al. (2016) also project increases in 5-day precipitation amounts. Douglas and Fairbank
(2011) suggested that 2- and 3-day precipitation events were increasing in some locations. Multi-day precipitation extremes are also discussed in the next sub-section (Thibeault and Seth, 2015).

2. Flooding

With respect to flooding, we primarily focus on river flooding but also include a short analysis of urban flooding (when stormwater management systems are overwhelmed).

a. River Flooding

Projections for river flooding relevant to Boston are limited. We analyzed the results of four studies – Hodgkins and Dudley (2013), Demaria et al. (2015), BWSC (2015), Bosma et al. (2015) – and how some of their underlying assumptions compare to observational analyses. These results were then synthesized to give a qualitative estimate of change. A detailed comparison of the projections and discussion of the process of combining them is given in Appendix A. The qualitative projections are shown in Table 3-3. There was not sufficient information or confidence to provide estimates at the desired projection periods.

Our mid-century best estimates are broadly supported by historical hydroclimatic trends in regional floods (Appendix A; Collins, 2009, Armstrong et al., 2012). Nevertheless, it is important to acknowledge that these projections are best estimates based on a literature review of a very small number of projections. These projections are subject to large uncertainties, as detailed in Appendix A, that are associated with climate model simulation of extreme precipitation, downscaling, and flood modeling. The uncertainties derive from limitations in our ability to model known natural processes and/or our understanding of the processes themselves. For example, we know that antecedent conditions affecting infiltration (plant interception and transpiration, precipitation frequency, frozen soil, etc.) are very important for flooding. Yet, we do not know many details of these processes and our ability to model them is imperfect. We know by inference from studies by Collins et al. (2014) and others that rain on frozen ground without significant snow cover is an important flood-generating process in New England. But we do not know the relative importance of that process compared to rain on saturated soils, also a common condition in coastal New England in the winter and early spring. Furthermore, Hodgkins and Dudley (2013) were not able to explicitly model how changes in temperature affect frozen ground conditions in their watersheds, and thus future floods, because the model system they use (PRMS) did not offer that functionality at the time of their study (R. Dudley, personal communication). We therefore recommend that our estimates for flood magnitude and frequency changes should be revisited and revised as significant advances are made in understanding flood-generating processes and modeling them. Additionally, urbanization can have profound influence on run-off but is outside the scope of the focus here on climate change.

b. Urban Flooding

In addition to river flooding, urban flooding can occur when the stormwater infrastructure is overwhelmed and overflows develop around manholes and catch basins. Detailed modeling would need to be done to provide quantitative projections (see examples in C-CCVA, 2015 report) but, qualitatively, increases in this type of flooding can be expected based on the projected increases in short-term extreme precipitation. In coastal urban areas, this flooding will be exacerbated as SLR causes ocean surface elevations to flood stormwater drain outlets, reducing the ability of storm drain systems to convey stormwater to the coast.

3. Seasonal snow accumulation

The seasonal snow accumulation is projected to decline considerably region-wide primarily due to temperature increases (Hayhoe et al., 2007, Notaro et al., 2014). Currently, only regional projections are available, without much temporal detail. Based on the regional results of Notaro et al. (2014) for New England, declines of 31-48% by 2100 are possible and the start to the snow season is expected to be progressively delayed. Note that changes in the occurrence of individual snowstorms or periods of heavy snow as in winter 2014-2015 (discussed in the next subsection) may not track the seasonal changes.

Table 3-3: Best available estimates for changes in river floods (as percent) in Boston associated with anticipated climate changes. The basis for these estimates are discussed in Appendix A.

<table>
<thead>
<tr>
<th>Flood Type</th>
<th>2055</th>
<th>2085</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small floods (e.g., 2-year recurrence interval)</td>
<td>0 to 20%</td>
<td>20% to 50%</td>
</tr>
<tr>
<td>Design floods (e.g., 100-year)</td>
<td>-10% to 35%</td>
<td>15% to 70%</td>
</tr>
<tr>
<td>Flood frequency (floods/year)</td>
<td>increases</td>
<td>increases</td>
</tr>
</tbody>
</table>
O’Gorman has shown that snow-related extreme precipitation can be correlated with overall increasing temperatures both globally and in the Northeast U.S. during late winter. This has shown significant cold differences from the global average in recent years—it has been suggested that this may be actually indirectly forced by global warming (e.g., Cohen et al., 2009, 2012). So while it is not clear how this period of record snow relates to climate change, it is also not clear that such events can be ruled out simply based on overall increasing temperatures. Indeed, O’Gorman (2014) has shown that changes in heavy snowfall events can be quite different from changes in annual snowfall. By 2100, in a high emissions scenario, both aspects of snowfall decrease but with much larger changes in annual snowfall than daily heavy snowfall. O’Gorman (ibid) suggests that the temperature dependencies of precipitation extremes and the rain–snow transition lead to fractional changes in snowfall extremes that are small for sufficiently large snowfall extremes in the control climate. The most extreme (~99.9 percentile) daily snowfall values are expected to respond differently to climate change as compared to precipitation extremes or mean snowfall because snowfall extremes tend to occur at temperatures in a relatively narrow range near an optimal temperature of approximately -2 degrees Celsius. For more moderate extremes, daily snowfall intensities are expected to decrease more.

The ratio of snowfall to precipitation (S/P) is a hydrologic indicator that is sensitive to climate variability and can be used to detect and monitor hydrologic responses to climatic change (Huntington et al., 2004). Huntington et al. (ibid) showed that for eleven out of twenty-one sites across New England, annual S/P decreased significantly from 1949 to 2000, and predominantly a result of decreasing snowfall. None of these sites were specific to Boston or the Boston metro area, but the 21 stations studied encompass an area from Rhode Island to Maine, surrounding the city.

While we do not have a good basis for projections at this time, the available research suggests that it is plausible that the possibility of individual heavy snowstorms will continue even as regional winters warm and seasonal snow diminishes, and that these events may perhaps (very speculatively!) even increase in the short term—the city cannot compromise its preparedness for large snowfall events going forward.

5. Ice storms

Currently, neither climate models on their own nor climate models combined with high resolution downscaling are able to realistically simulate the complex and competing processes associated with ice storms and their possible future changes (Kilma and Morgan 2015), and so climate projections do not exist for these events.

6. Drought

The only drought projections available appear to be the regional projection in Hayhoe et al. (2007), so detailed projections for Boston are not possible at this time. However, Hayhoe et al. (2007) did project an increased frequency of medium and short-term droughts and extended low-flow periods in summer and these changes are at least plausible to consider for precautionary planning.

d. Open questions and data gaps

As noted in the overview and detailed in the projections section, we can project with considerable confidence that short-term extreme precipitation and flooding will increase in Boston, although the magnitude of that increase is less certain. Seasonal snowpack is very likely to decrease. Changes to individual heavy snow events, drought, and ice storms are not clear.

A large number of factors contribute to our uncertainty in these projections. Many of them are related to the complexity of the climate system and flood hydrology and the difficulties in realistically modeling them, especially with respect to local extreme precipitation mechanisms, individually, and in terms of their relationship to river flooding. These aspects of uncertainty will decrease slowly, based on general research and new generations of models. However, there are several aspects of uncertainty in these projections that can be addressed more specifically and more quickly. We recommend the following:

- Calculation of extreme precipitation projections with dynamical downscaling applied to CMIP5 data, including the range in projections across different models. This would be an application of a more physically-based methodology to the newest data, and could give the current best estimate of the projections with reduced uncertainty bounds.

- More extensive model diagnostics, with an emphasis on the processes that generate extreme precipitation over the Northeast U.S. that includes the greater Boston area. Understanding how well models are able to capture the relevant physical processes is critical context for assessing our confidence in the projections. This is directly related to
the need for more general study of extreme precipitation, so we know what processes are important. More regional research is needed, to better understand the basic processes, as well as more research on applying existing regional research to Boston.

- Hydrologic/hydraulic modeling of urban flooding based on the recommended updated precipitation projections. This would provide a more quantitative assessment of the possible changes in this type of flooding.
- Additional modeling of climate-sensitive, coastal New England watersheds with distributed, process-based hydrologic models that incorporate advances in modeling the freeze-thaw cycles of the soil and groundwater along with other processes.
- Process research to better understand the relative importance of various flood-relevant antecedent conditions, especially those operating in the winter-spring period.
- Finally, we strongly recommend updating these projections on a regular basis, to reflect both model improvements and new research. Extreme precipitation is a very active research topic and we expect our understanding to progressively improve.

4. Extreme Temperatures

a. Key findings

- The balance of evidence over the past decade has led to successive assertions by the scientific community that global warming is not only unequivocal but also expected to grow more significant over the next several decades.
- As expected, there is strong consensus in terms of projections of the direction of change in hot and cold extremes. There is a relatively high degree of consensus in short-term (~2030s) changes in metrics due to the fact that GHG scenarios are relatively similar over the shorter term.
- Despite a trend toward warmer winters, the risk of frost and freeze damage continues, and has paradoxically increased over the past decade. The frequency, intensity, and duration of cold air outbreaks is expected to decrease as the century progresses, although intense cold snaps may persist, owing to changes in jet stream patterns potentially caused by changes in the Arctic.
- As global warming accelerates and urban areas continue to grow, high temperatures and extreme heat events will pose growing challenges even for historically colder cities like Boston. City-level activities may account for as much as 50 percent of warming and the combined effect of global warming and the urban heat island (UHI) effect appear to have increased urban temperatures faster than rural temperatures. There are important feedbacks related to UHI, such as elevated ozone formation, that may also be of concern.
- In the absence of suitable adaptation measures, Boston's heat-induced mortality rate may triple over the next three decades.
- Despite projections of decreases on average, cold waves may continue to persist at 20th century intensities and durations into the late 21st century, albeit significantly less frequently. There appears to be more multimodel consensus in changes in cold days per year than in hot days. Collectively, literature on cold waves suggests that despite overall warming trends, regional preparedness cannot be compromised, even towards the end of the century.

b. Review of existing science

The balance of evidence over the past decade has led to successive assertions (IPCC, 2007; Pachauri et al., 2014) by the scientific community that global warming is not only unequivocal but also expected to grow more significant over the next several decades. Furthermore, high degrees of certainty (IPCC, 2007; Pachauri et al., 2014) have been assigned to the hypothesis that human emissions are the primary underlying cause of the warming, especially at global scales. Of all classes of climate extremes, historical changes in the statistical distribution temperature extremes have recently been most confidently attributed to human induced warming, despite remaining uncertainties in regional and local scales (Stott et al., 2016). The non-stationary trajectory of greenhouse gas emissions is clearly apparent from measurements (e.g., Olivier, 2012) while a general upward trend in global temperature is discernible over the last several decades (IPCC, 2007; Pachauri et al., 2014). Climate models suggest (e.g., Stott et al., 2010; Santer et al., 2012) that natural causes alone cannot explain the warming trend but a consideration of human emissions can. However, while global-scale (and even continental-scale, especially over the extra-tropics) average temperature trends over multi-decadal
Overall, the NEUS has been witnessing a warming trend with heat waves exacerbating, particularly in urban areas, while cold extremes have been decreasing in frequency even though they show a seemingly paradoxical trend to persist. These broad trends are projected to continue over the course of this century with the changes depending on the emissions trajectories.

Using observed station data for more than 200 urban areas across the globe, Mishra et al. (2015) showed that these areas have experienced significant increases in the number of heat waves during the period of 1973–2012, while the frequency of cold waves in those same areas declined. More specifically, almost half of the urban areas examined experienced significant increases in the number of extreme hot days, while almost two-thirds showed significant increases in the frequency of extreme hot nights. In addition, the same study (Mishra et al., 2015) found an average tendency for larger increasing trends in the number of hot days (days above the 95th percentile of temperature) in urban versus non-urban areas. As global warming accelerates and urban areas continue to grow, high temperatures and extreme heat events will pose growing challenges even for historically colder cities like Boston. Cities like Boston not only are warmer and heat faster than their surroundings because of climate change but also because of decreased vegetation, different thermal and reflective properties of urban materials, and the direct heat generated by human activities in cities. These city-level activities may account for as much as 50 percent of warming in cities (Stone et al., 2012). In the last 50 years, the combined effect of global warming and the urban heat island effect have evidently increased urban temperatures faster than rural temperatures (e.g., see figures in Stone et al., 2012).

Space-time trends and patterns in the averages and extremes of temperatures in the state of Massachusetts and the City of Boston will follow those of the NEUS as described in the NCA (Melillo et al., 2014). The changes will impact human health and thermal comfort, coastal and urban ecosystems and infrastructures, as well as the nexus of food, water and energy (Melillo et al., 2014). Thus, there is a need to understand, in the context of averages and extremes of temperature, both the changing spatiotemporal trends and patterns as well as the nature and extent of the uncertainties.

1. Principal Impacts Sectors in Boston: Public Health and Energy

A survey of climate assessment and vulnerability reports (e.g., Frumhoff et al., 2007; Horton et al., 2014; Field et al., 2012; Pachauri et al., 2014; Busch et al., 2014) and peer-reviewed literature thematically points to public health and energy as the two principal sectors in urban environments impacted by changes in temperature and temperature extremes. Hence those two are the main focus here and, along with data availability, helped drive our selection of temperature and temperature extremes derived-metrics for review in this report. While these are the two major impacts sectors, it is still important to stress that they are not the
only ones; see the discussion at the end of the section for more detail.

2. Geographical Boundaries of Projections

Temperature and patterns of temperature extremes tend to be relatively smooth over space, as compared to other variables like precipitation. From the perspective of purely climate modeling, then, projections for mean temperature and extremes are not expected to be markedly different across different cities near Boston (e.g., Quincy, Everett, Cambridge, etc.). Hence, for temperature, many of the quantitative projections and insights embedded within this report are generalizable to other nearby cities. One important exception is the UHI effect; as discussed later, cities themselves can play a significant role in the extent of local warming and temperature extremes (Stone et al., 2012; Mishra et al., 2015). Hence we recommend that this particular phenomenon be investigated on a case-by-case (city-by-city) basis. Studies highlighted in this report have indeed principally examined the UHI effect in Boston and Cambridge (Street et al., 2013; Coutts et al., 2015; City of Cambridge, 2015; Hardin, 2015).

c. Projections

Temperature changes may be measured directly or through their impacts on stressed systems, with varying degrees of statistical credibility and usefulness. Direct measures of average temperatures may be among the most credible of climate metrics and particularly useful for model evaluation (e.g., Gleckler et al., 2008; Kumar et al., 2014) as well as for understanding the general state of the climate system, especially given the temperature dependence of precipitation and storms (Pall et al., 2007; O’Gorman et al., 2009; Sugiyama et al., 2010; Muller et al., 2011). Heat waves may be defined through threshold exceedance, which may be especially useful if the thresholds are meaningful for impacts (e.g., for survival of crops, Schlenker and Roberts, 2009) or human comfort levels and mortality (Hajat et al., 2007; Greene et al., 2011). Cold snaps may similarly consider frost thresholds such as number of frost days (Kodra et al., 2007; Greene et al., 2011). Cold snaps may similarly consider frost thresholds such as number of frost days (Kodra et al., 2007; Greene et al., 2011). Cold snaps may similarly consider frost thresholds such as number of frost days (Kodra et al., 2007; Greene et al., 2011). Cold snaps may similarly consider frost thresholds such as number of frost days (Kodra et al., 2007; Greene et al., 2011). Cold snaps may similarly consider frost thresholds such as number of frost days (Kodra et al., 2007; Greene et al., 2011).

A large number of indices have been developed and used to assess climate conditions in the context of human health (Blażejczyk et al., 2012).

Extreme value theory may be invoked to define T-year exceedances (or shortfalls) above (below) thresholds for characterizing high or low temperature extremes (Kharin et al., 2013; Kodra et al., 2014). These measures may provide statistically valid measures for comparing models, multisource data, or different time windows. The consecutive exceedance (falling short of) of temperatures over a low (high) threshold over successive nights (days) may define human comfort levels, sustainability of animal or plant species and stability of infrastructures (e.g., Husser, 2016).

The definitions of heat and cold, especially extremes, may be tailored to end user needs by combining with other variables. Examples of hot or cold indices that combine variables include heat index (City of Cambridge, 2015) or wind chill (Hajat et al., 2007), which consider temperature with relative humidity or wind speed respectively. While such indices relate more directly to end use needs, the uncertainties may be higher than measures that use temperature alone and the computation of the uncertainties may be more challenging. The IPCC (2007; Pachauri et al., 2014) lists various temperature related measures that may be important from end user perspectives. Finally, the difference across areas with different levels of urbanization, or with different elevations, or proximity to coastlines and geographic features, may impact measures pertaining to city or state boundaries.

1. Heat and Cold Waves

Heat and cold waves are typically (but not exclusively) defined as events exceeding specified temperature thresholds for a given minimum number of days (Peterson et al., 2013). The specific threshold and number of days vary to a small extent in literature (e.g., Barnett et al., 2012; Meehl and Tebaldi, 2004). Heat waves are a leading cause of weather-related mortality in the United States (Busch et al., 2014). They are projected to increase in intensity, duration, and frequency under climate change (Meehl and Tebaldi, 2004), albeit with relatively large uncertainty compared with mean temperature, especially at more local scales (Ganguly et al., 2009).

Even within Boston, specific definitions can vary. The City of Boston now officially defines a heat wave as 3 days in a row of maximum temperature exceeding 90°F. Meanwhile, Boston’s Commission on Affairs of the Elderly (Elderly Commission) defines a heat emergency as three consecutive days with temperatures exceeding 86°F and relative humidity exceeding 68% (Adler et al., 2010). While we are not aware of any work that has yet looked specifically at Boston area projections using either of these exact definitions, other definitions are similar and can lend insight. It is not only of interest to project the intensity but also the duration and frequency of heat waves. Ganguly et al. (2009) examined the frequency, duration, and intensity of heat waves, and Table 4-1 shows the projections for New England. Here, heat wave intensity was defined as the annual maximum of 3-day average nighttime minima, an index that has been shown to relate to public health and mortality (Meehl and Tebaldi, 2004). For duration and frequency, the study adopted a different definition of a heat wave, namely one based on the probability of occurrence. Specifically, it selected the location-specific 95th percentile of nighttime minima over the period 2000–2007 as a threshold. Any night exceeding this threshold was considered a heat wave. Duration was defined as the average number of consecutive days per year where nighttime minima exceed that threshold. Frequency was defined as the annual average number of distinct “events,” where each event is defined as one or more consecutive days, where nighttime minima exceeded...
this threshold. For example, consider a case where there are 10 days in a year where nighttime minima exceeded the threshold. Three of those days occur consecutively; this is counted as one event. Further, the other seven days exceeding the threshold were all distinct and do not occur consecutively with others. Thus using this measurement, there is a tradeoff between frequency and duration: thus duration would be counted as 1.25 here and frequency as eight.

Notably then, there is a dependence between duration and frequency, and the apparent lack of increase in frequency in Table 4-1 is an artifact of the fact that the heat waves are longer: the total number of days of the year where a heat wave is occurring is indeed larger in the 2100s. Meehl and Tebalid (2004) analyzed output from only one CMIP3 climate model (CCSM3.0), but used multiple initial condition runs, using the SRES B1 (lowest) and A1FI (highest) GHG scenarios. Bias analysis suggested that CCSM3.0 was able to replicate historical heat wave statistics well, lending a degree of credibility to the projections. Caveats include the fact that only one (CMIP3) climate model was used and that only the ~2050s and ~2100s were explored.

Several other studies have examined heat waves as a function of how many days per year Boston (and in some cases larger regions that include the Boston area) will experience days above 90°F, 95°F, or 100°F (Houser et al., 2015; City of Cambridge, 2015; Vavrus et al., 2015). Those are also summarized in Table 4-1. Projections made by Kopp and Rasmussen (2014) can approximately be considered probabilistic 90% confidence intervals for days per year where maximum temperature exceeds 95°F obtained from CMIP5 RCP8.5, RCP6.0, RCP4.5, and RCP2.0 multimodel ensembles, computed for the entire state of Massachusetts and area-weighted by population. The authors (Houser et al., 2015; Rasmussen et al., in rev.) explain the methodology used in more complete detail. Essentially, the approach attempts to combine the merits of a simpler climate model framework, MAGICC, which provides a probabilistic perspective into global climate change but at a coarse spatial resolution, with bias-corrected and spatially disaggregated (BCSD)-downscaled CMIP5 model ensemble outputs, which alone do not comprise probabilistic projections but can provide more sufficient local resolution. The study starts with an estimated probability distribution of global mean temperatures over time from the simpler climate model (MAGICC). It uses this distribution to weight local projections of monthly temperature and precipitation from downscaled CMIP5 global climate models. In cases where the CMIP5 models do not represent the tails of the MAGICC probability distribution well, “surrogate” models (scaled versions of CMIP5 models) are employed to ensure the tails of the probability distribution are represented. Finally, it uses historical relationships in observed (using Global Historical Climatological Network data) data to translate inferred monthly values to daily values. Projections were made for the entire 21st century, with a focus on the intervals 2020-2039, 2040-2059, and 2080-2099. The results provide a potentially richer probabilistic representation of hot days. One caveat is that there was no explicit out-of-sample predictive validation of the results, e.g., against held-out historical data. However, results were bias-corrected relative to historical data. The same study performs this analysis to also infer probabilistic projections for seasonal average temperature and cold waves (days below 32°F) as well; both are included in Table 4-1. This includes the 5th and 95th percentiles.

Another recent study (Vavrus et al. 2015) defined “hot days” as days where maximum temperatures reach at least 90°F. The study used an approach based on downscaling and statistical bootstrapping to probabilistically quantify projected changes. This study leveraged an ensemble of 13 CMIP3 GCM projections run with the mid-range SRES A1B emissions scenario. The multimodel median projected increase from the period 1961-2000 to the 2050s in hot days in the Greater Boston area is approximately an increase of 15-25 days. Each CMIP3 model was downscaled using high-resolution gridded observed data. The multimodel minimum expected increase in hot days was depicted as approximately 5-15, while the uppermost model shows an increase of as much as 45-55 days per year. A bootstrap created a distribution of multimodel means; the probabilistic aspect of this only quantifies uncertainty in the central tendency of the models, not necessarily uncertainty in the full range of outcomes. This effectively discounts outlying models, not based on any evidence that those models are less credible (other than being very different than an “average” model). For that reason, here we show the multimodel minima and maxima in Table 4-1, which arguably present a more complete plausible range. The study also repeated this analysis for “cold days” or days where minimum temperature hits 0°F or less.

The City of Cambridge (City of Cambridge, 2015) analyzed heat waves as projected days above 90°F and 100°F via collaboration with Kleinfelder and ATMOS research. Projections utilize 4 CMIP3 and 9 CMIP5 models via two different GHG scenarios. For CMIP3, B1 and A1Fi were used, and for CMIP5, RCP4.5 and RCP8.5 were used, respectively representing less and more GHG intensive trajectories. Ranges provided here represent the full range of both generations of models and all scenarios. The B1 scenario might be considered overly optimistic. If so, in the 2070s, a range of 35-90 days per year above 90°F might be considered more appropriate compared to 11 days per year in the period 1971-2000. Each scenario gives a range in which to measure expectations. Either way, further into the future uncertainty grows more as a function of socioeconomic trajectory uncertainty. Expected days above 90°F were stated to be 55-70 in the 2070s and 30-44 under the high and low scenarios, respectively. For the 2030s the expected range is 20-30, but note that that appendix also depicts an uppermost bound of 40. Statistical downscaling was done using an asynchronous regional regression model (Stoner et al., 2013).

All of the above definitions of heat waves are based purely on temperature. However, other variables, including humidity, cloudiness, and wind conditions, also characterize the air conditions that are associated with public health.
To gather an initial sense, one recent study (Petkova et al., 2013) estimates that Boston’s heat-induced mortality rate may triple over the next three decades. One recent study (Greene et al., 2011) developed projections for so-called summertime Excessive Heat Events (EHEs) specifically for Boston among a collection of other cities in the United States. The study’s projections reflect that, rather than responding in isolation to individual weather elements (e.g., maximum temperature), human health (mortality) is affected by the simultaneous interactions from a combination of meteorological conditions (e.g., temperature, humidity, cloud cover, and wind speed). They use a spatial synoptic classification (Sheridan, 2002) method to categorize weather conditions into a type in each city, for each day. The SSC is essentially a dimensionality reduction approach; it uses a range of meteorological variables as inputs and classifies each day at a particular location into one of several distinct weather types. Every day’s weather is either classified into one of six main weather types or as a transition between two different weather types.

There are two weather types that are associated with mortality rates that are significantly higher than normal. They include: 

- **Dry tropical (DT):** The hottest weather type. For summer, temperatures usually exceed 95°F and sometimes exceed 100°F. This weather type is also generally associated with low cloud cover humidity, which is in turn associated with the possibility of dehydration. 
- **Moist Tropical (MT):** very warm and humid air, sometimes associated with summer thunderstorms. This weather type is associated with the highest apparent temperature values, and is often quite muggy and uncomfortable.

Since MT is often quite prevalent in the summer, this weather type was subdivided to more closely establish the heat–mortality relationship. Thus, a subset of MT was defined: Moist tropical plus (MT1): These are particularly hot and humid subsets of the MT weather type. Dewpoint temperatures are very high, with temperatures of 90°F, and overnight temperatures are the warmest of any of the six weather types. This is an important case to consider, where the climate extreme is not purely based on one variable but is a combination, where temperature plays a prominent role. There are several important caveats, however. The study (Greene et al., 2011) derives weather types from only one CMIP3 model (Parallel Climate Model) into the future to project the number of EHEs for Boston among other cities, as well as extrapolate the number of estimated mortalities. While it only uses one GCM, the study did at least use two SRES scenarios, B1 and A1FI, to approximate some information on uncertainty. There are many caveats associated with this: there is uncertainty that is not captured in terms of multi-model uncertainty or initial conditions. There is also no depiction of goodness of fit or uncertainty in the mortality regression.

To generally decrease in intensity, duration, and especially frequency at regional scales (Kodra et al., 2011; Kodra and Ganguly, 2014). Results obtained from an ensemble of nine CMIP3 global climate models run under the moderate SRES A1B scenario show that despite projections of decreases on average, cold waves may continue to persist at 20th century intensities and durations into the late 21st century, albeit significantly less frequently (Kodra et al., 2011). As a caveat, under more intense GHG scenarios, which were not explored, it is very possible that the intensity and duration dimensions would not show the same levels of projected persistence.

In addition, more recent research with 14 CMIP5 models using RCP4.5 (Kodra and Ganguly, 2014) suggests asymmetry in projections of heat waves and cold spells, wherein in both tails the warmest temperatures may increase more than the coldest, especially in the Northern Hemisphere. Vavrus et al. (2015) utilized the same methodology and data discussed above to project days below 0°F, as well. Their results suggest that the number of cold days will decrease but not disappear in the 2050s (Table 4-1). The authors (Vavrus et al., 2015) also mention that they found more multimodel consensus in changes in cold days per year than in hot days. These projections are based on the mid-range SRES A1B GHG scenario, the same as in Kodra et al. (2011). Houser et al. (2015) and Rasmussen et al. (in rev.) estimated analogous probabilistic projections for days per year where minimum temperature falls below 32°F using all the same suite of models, data and methodology detailed previously. Table 4-1 summarizes 90% confidence intervals generated from that study. Results imply a strong decline but also strongly suggest the likelihood of a persistent, high number of days below 32°F late into the 21st century. This is consistent with the other work summarized here. Collectively, literature on cold waves suggests that despite overall warming trends, regional preparedness cannot be compromised, even towards the end of the century.

### 2. Heating and Cooling Degree Days

Heating or cooling degree days (HDD and CDD, respectively) (Amato et al., 2005; Petri and Caldeira, 2015) are measures that relate to energy usage for climate control related to cold or hot weather respectively. Typically, a balance point temperature is defined above which cooling takes place and below which heating takes place. It is standard practice to assume 65°F (18.3°C) as the balance point temperature to allow for comparisons across time or space, holding the reference temperature constant (e.g., Petri & Caldeira, 2015). In reality, however, heating and cooling are adjusted gradually within ranges around separate balance points for cold and hot conditions (Amato et al., 2005), and different places exhibit different temperature sensitivities. For example, one study (Amato et al., 2005) estimated balance point temperatures specifically in metro Boston for electricity consumption in the residential and commercial sectors, respectively, of 60°F (15.6°C) and 55°F (12.8°C), owing to adaptation of the building stock, proliferation of air conditioning, and behavioral parameters. Table 4-1
allows for partial comparison of projections derived from different thresholds (Amato et al., 2005; Petri and Caldeira, 2015). There are substantial differences between the two and important implications of insights that could be derived depending on which threshold is used.

To complement the Amato et al. (2005) study, we used DegreeDays.net to estimate CDD at the 60°F baseline (2015). This site actually pulls data from KBOS (Boston Logan International Airport) via www.wunderground.com (WeatherUnderground), using Dec 2012 - Nov 2015 data. There is a significant difference between the more oft-used 65°F baseline. It is most important to point out that specific projections at the thresholds considered to be appropriate for Boston (Amato et al., 2005) have only been made out to the 2030s. Petri and Caldeira (2015)’s historical baseline for HDD and CDD relies on interpolated NOAA 30-year daily degree-day normals. Multimodel medians from 28 CMIP5 models, using RCP8.5 runs, were used for 2016-2035 (~2030) 2080-2099 (~2100) projections (4). However, unlike Amato et al. (2005) these are not adjusted to the 60°F baseline that was deemed appropriate specifically for Boston’s building stock. Rather this study uses the standard 65°F baseline. Although this study used 28 CMIP5 models, it only used ensemble median projections and did not include any measurements of uncertainty in degree days.

It is worth noting that the American Climate Prospectus (Houser et al., 2015) developed population-weighted probabilistic projections of HDD and CDD for Massachusetts (and all other 49 states) using the conventional 65°F baseline. However, they do not appear to have been made directly publicly available. Rather, that study harnesses those HDD and CDD projections with an energy model and develops projections for changes in retail electricity sales and energy expenditures (Houser et al., 2015). While these are outside the scope of this particular report because they go beyond purely assessing climate risk factors, they are worth highlighting here and considering in subsequent economic and vulnerability assessments. While HDD is likely to increase based on projections, and perhaps will at least “offset” projected increases in CDD in terms of annual totals under climate change, it is important to note that a 1% increase in CDDs have historically had a significantly larger effect on energy demand than the same for HDDs (Houser et al., 2015).

For examining the likely effects of climate change on total annual HDDs and CDDs, stakeholders may find it useful to rely on a combination of insights from Petri and Caldeira (2015) and Houser et al. (2015), since they are relatively complete in terms of data availability. However, those insights and projections must be balanced carefully with the fact that they were not calculated using Boston-specific baseline temperatures (Amato et al., 2005). Differences or percentage differences for future time periods projected from Petri and Caldeira (2015) and Houser et al. (2015) may approximate more meaningful values than the absolute values projected. Future research might consider developing a full set of projections for HDDs and CDDs that use the more appropriate Boston baseline temperature.

3. The Urban Heat Island Effect

The Urban Heat Island (UHI) effect is a well-recognized phenomenon in cities wherein the concrete, steel and other building materials that compose the built environment generally retain more heat and create a significantly hotter environment than suburban and rural areas (Faber et al., 2014). The UHI effect can give cause for concern for urban public health and mortality (e.g., Dousset et al., 2011), especially among aging and economically disadvantaged populations. It can also have important implications for summer peak energy demand and air quality (Coutts et al., 2015). The UHI has been estimated to be responsible for 5-10% of peak electric demand for cooling (Akbari 2005 - http://www.inive.org/members_area/medias/pdf/Inive/palenc/2005/Akbari.pdf). A recent study conducted using data collected specifically from the Greater Boston area (Street et al., 2013) estimates the measurable effect on energy required to cool equivalent buildings in an urban compared to a rural or suburban area. The authors use Central Square in Cambridge, MA as the urban site of choice. Results show that a small office (small residential) building located at Boston-Logan International Airport (KBOS) would use 29% (5%) less energy for cooling per square meter than the same building placed in Central Square. Similarly, the same small office (small residential) building located at Hanscom Air Force Base (KBED) would use 18% (4%) less energy for cooling than in Central Square. On the other hand, the UHI can have energy demand benefits in the winter. The same small office (small residential) building located at KBOS would use 4% (16%) more energy for heating than the same building in Central Square. Finally, the same small office building located at KBED would use 15% (18%) more energy for cooling compared to the same building in Central Square (Street et al., 2013).

A report prepared for The Trust for Public Land (Coutts et al., 2015) explored the UHI effect in Boston in the context of pockets of high vulnerability and potential mitigation solutions. This is a useful resource for vulnerability assessment and mitigation planning, although climate projections and climate risk factor specifics are explicitly not included in its maps. Another recent study (Hardin, 2015) examined the current UHI effect in four cities, including Boston. That study compiles estimates on full day, daytime, and nighttime average UHI intensities and standard deviations by multiple weather types. Although for conciseness they are not tabulated here, that detailed table is valuable and can be found in Hardin (2015) – https://ttu-ir.tdl.org/ttu-ir/bitstream/handle/2346/63661/HARDIN-THESIS-2015.pdf?sequence=1.

To our knowledge, the City of Cambridge (City of Cambridge, 2015) constructed the only report that lent a Boston area-specific perspective into the UHI under projections of climate change. The report provides detailed maps that leverage satellite imagery in one
online appendix (City of Cambridge, 2015 - http://www.cambridgema.gov/CDD/Projects/Climate-/~media/CEECF015AB2645C1811C33F707CEA85A.ashx) and methodological details in another (City of Cambridge, 2015 - http://www.cambridgema.gov/CDD/Projects/Climate-/~media/007A3255079540399C25A78038B961A9.ashx). Maps are provided for the 2030s and the 2070s, for both ambient air temperature and a heat index that incorporates both ambient air temperature and humidity. Essentially, these were built using hypothetical scenarios of the UHI under climate change: simple assumptions about what characteristics could comprise a heat wave in both of those climatologies.

While this approach may be useful, it is suggestive and not probabilistic, and does not directly consider climate model output. The results are also limited to the City of Cambridge and do not cover Boston or other nearby cities. It may be possible to combine multiple (potentially downscaled) climate model outputs with such a methodology (City of Cambridge, 2015) to obtain ensembles of projected effects of UHI in the future. This is a direction that future researchers may wish to explore given the likely importance of UHI in exacerbating the impacts of climate change in cities like Boston.

Stakeholders may wish to rely on a combination of these studies in the near term: Street et al. (2013) yields initial insights for energy usage differentials in urban versus rural Boston areas; Hardin (2015) provides detailed numeric and geospatial data on current Boston metro area UHI effects under multiple spatial synoptic weather types; Coutts et al. (2015) provides detailed current urban heat vulnerability geospatial data for Boston; and Rossi et al. (2015) provides current and hypothetical future physical UHI effects for Cambridge.

Although at first glance, the urban heat island problem seems – at the city-scale – static in time and linear in the sense that causes are independent from effects, there are important feedback mechanisms that unfold over the long term. Elevated ozone formation due to prolonged hot periods can have adverse effects on plants, which can trigger a reinforcing feedback loop. Over the long term, increases in land use conversion along the urban fringe will further reduce evapotranspiration. Persistent temperature increase in cities can give rise to increases in air conditioner ownership. Also, the choice of building materials, city albedo, and efficiency of appliances can change, as people try to adapt to increased temperatures; some choices can reduce the urban heat island effect. Green infrastructure investments could hypothetically significantly reduce burdens on urban water and energy systems, thereby potentially mitigating energy demand (e.g., Cherrier et al., 2016.) Depending on the relative climate change compared to other cities, population movements can occur. Increased temperatures can make some northern cities more livable, attracting immigration. This pressure would lead to an increase in the size of these cities and/or decrease their urban vegetation to make space for larger populations, both of which contribute to the urban heat island. If, at the same time, the city will not (or cannot) invest in public transportation, travel-related heat generation would increase even more.

d. Discussion and data gaps

Average temperature and (to a lesser extent) temperature extremes are generally considered the most reliably projected by climate models. This section of the report and its data implies:

- Expectedly, there is strong consensus in terms of projections of sign of change in hot and cold extremes.

- There is a relatively high degree of consensus in short-term (~2030s) changes in metrics, regardless of whether an anthropogenic signal can be readily delineated from natural variability. This is owing to the fact that GHG scenarios are relatively similar over the shorter term.

- There is considerable uncertainty in the specific trajectory of especially hot extremes and temperature-derived metrics (like cooling degree days) further into the future.

- In some cases, it can be important to choose metrics that are appropriate specifically for Boston (see section on Heating and Cooling Degree Days, where a simple threshold choice can have significantly different implications than another).

- Many stakeholders, especially those seeking climate adaptation solutions with estimable cost-risk tradeoffs, would be best equipped with probabilistic climate projections rather than simply best estimates. Generally speaking, these rarely exist as data, tools or in literature. Exceptions include work highlighted and presented here (e.g., Houser et al., 2015; Rasmussen et al. (in rev.); Petri and Caldeira, 2015). Even these are conditioned on GHG scenarios, which themselves cannot readily be treated probabilistically because they are “storylines” about plausible futures. However, they represent a useful direction for delivering actionable insights to local stakeholders. Opportunities may exist for developing novel physics-guided data science methods for probabilistic modeling as well (for details, see Ganguly et al., 2014; Faghmous and Kumar, 2014).

- The temperature projections tabulated in this
report are heterogeneous in terms of: climate model generations, selected climate models (several studies used as few as one model whereas others used more than 20), methodology, GHG emissions scenarios, future time windows, historical reference periods, and exact metric definitions. In many cases, projections lead to apparently robust consensus regardless of these differences (e.g., projections of change in mean temperature and changes in characteristics of cold waves). However for example, degree days can lead to drastically different insights just depending on choice of baseline temperature.

- Most studies that utilize climate models do not explicitly explore variability in insights as a function of their initial conditions. However, they could potentially lead to significantly different results at regional scales and for extreme or rare events (Kodra et al., 2012).

While public health and energy were the main focal points of this section, owing to their sensitivity to changes in average, hot, and cold temperatures, it is also worth highlighting that other critical lifeline infrastructures (transportation, communication, structures) also comprise a relevant impact sector. One recent study (Saha and Eckelman, 2014) used ARMM-downscaled (Stoner et al., 2013) SRES A1FI (high) and B1 (low) emissions scenarios-driven climate model (CCSM3.0) to estimate the effect of CO2 and temperature increases on the carbonation and chloride-induced corrosion of concrete structures in the Boston metropolitan area. Geospatial modeling in Boston was used to project building and block-level vulnerability of urban concrete structures to future corrosion, and related maintenance needs, and to project cover thickness degradation for the existing building stock. The results suggest that concrete construction projects could undergo carbonation and chlorination depths that exceed the current code-recommended cover thickness by the ~2070s and ~2050s, respectively, potentially requiring extensive repairs. The models used to estimate carbonation and chlorination are beyond the scope of this section, and as such, we refer readers to that Saha and Eckelman (2014) for detail.

D. Conclusion

Boston has experienced increases in sea levels,

<table>
<thead>
<tr>
<th>Metric</th>
<th>Major Impacts Sectors</th>
<th>Historical Baseline Value (Time Period)</th>
<th>~2030s</th>
<th>~2050s</th>
<th>~2070s</th>
<th>~2100</th>
<th>Note: References (in [])</th>
</tr>
</thead>
</table>

Table 4-1 continued on following pages...
<table>
<thead>
<tr>
<th>Metric</th>
<th>Major Impacts Sectors</th>
<th>Historical Baseline Value (Time Period)</th>
<th>~2030s</th>
<th>~2050s</th>
<th>~2070s</th>
<th>~2100</th>
<th>Note: References (in [])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer (JJA) Average Temperature (Degrees F)</td>
<td>Underpin All</td>
<td>68.9 [1] (1981-2010)</td>
<td>~2030s</td>
<td>~2050s</td>
<td>~2070s</td>
<td>~2100</td>
<td>5. DegreeDays.net</td>
</tr>
<tr>
<td></td>
<td></td>
<td>69.7 - 72.5 [1], RCP 8.5</td>
<td>70.7 - 75.8 [1]</td>
<td>73.4 - 84.2 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>69.9 - 71.5 [1], RCP 6.0</td>
<td>69.9 - 73 [1]</td>
<td>70.6 - 78.2 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>69.6 - 72.3 [1], RCP 4.5</td>
<td>70 - 74.7 [1]</td>
<td>70.4 - 76.9 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>69.4 - 72.4 [1], RCP 2.6</td>
<td>69.8 - 73.5 [1]</td>
<td>69 - 74.3 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30 - 32.9 [1], RCP 8.5</td>
<td>30.1 - 35.5 [1]</td>
<td>33.7 - 42 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.5 - 31 [1], RCP 6.0</td>
<td>28.7 - 33.4 [1]</td>
<td>30.1 - 38.1 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>29.1 - 32.7 [1], RCP 4.5</td>
<td>29.7 - 34.6 [1]</td>
<td>30.7 - 35.8 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>28.5 - 32.4 [1], RCP 2.6</td>
<td>28.4 - 33.7 [1]</td>
<td>28.4 - 33.8 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days/Year Where Maximum Temperature &gt;= 95 F</td>
<td>Public Health &amp; Energy</td>
<td>1.3 [1]</td>
<td>~2030s</td>
<td>~2050s</td>
<td>~2070s</td>
<td>~2100</td>
<td>10. Kodra et al., 2011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.5 - 5.6 [1], RCP 8.5</td>
<td>2 - 17.8 [1]</td>
<td>6.4 - 66.4 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1 - 3.9 [1], RCP 6.0</td>
<td>2.5 - 7.1 [1]</td>
<td>3.9 - 24.4 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.6 - 7.3 [1], RCP 4.5</td>
<td>2.1 - 15.8 [1]</td>
<td>3.5 - 25.4 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.9 - 5.3 [1], RCP 2.6</td>
<td>2.8 - 8.5 [1]</td>
<td>1.9 - 9.1 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days/Year Where Minimum Temperature &lt;= 32 F</td>
<td>Public Health &amp; Energy</td>
<td>122.9 [1]</td>
<td>~2030s</td>
<td>~2050s</td>
<td>~2070s</td>
<td>~2100</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>86.1 - 119.9 [1], RCP 8.5</td>
<td>68.2 - 112.8 [1]</td>
<td>33.9 - 88.5 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>107.3 - 122.7 [1], RCP 6.0</td>
<td>86.7 - 116 [1]</td>
<td>60.5 - 109.8 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>91 - 116.5 [1], RCP 4.5</td>
<td>80.4 - 115.2 [1]</td>
<td>68.3 - 107.7 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>97.9 - 119.1 [1], RCP 2.6</td>
<td>86.3 - 119.7 [1]</td>
<td>86.8 - 123.7 [1]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric</td>
<td>Major Impacts Sectors</td>
<td>Historical Baseline Value (Time Period)</td>
<td>~2030s</td>
<td>~2050s</td>
<td>~2070s</td>
<td>~2100</td>
<td>Note: References (in [])</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------</td>
<td>----------------------------------------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>-------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Annual Degree Days (Heating + Cooling)</td>
<td>Energy</td>
<td>6428</td>
<td>6463</td>
<td></td>
<td></td>
<td>5660</td>
<td></td>
</tr>
<tr>
<td>Annual Cooling Degree Days</td>
<td>Energy</td>
<td>~1460 [5,6] (Dec 2012-Nov 2015)</td>
<td>~1685 to 1835, i.e. +(225-375) or +15-20% [4,5]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annual Heating Degree Days</td>
<td>Energy</td>
<td>~ 4644 [5,6] (Dec 2012-Nov 2015)</td>
<td>~4180 to 4226 i.e., -(418-464) or -(9-10)% [4,5]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annual Degree Days (Heating + Cooling)</td>
<td>Energy</td>
<td>6104</td>
<td>~5865 to 6061</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metric</td>
<td>Major Impacts Sectors</td>
<td>Historical Baseline Value (Time Period)</td>
<td>~2030s</td>
<td>~2050s</td>
<td>~2070s</td>
<td>~2100</td>
<td>Note: References (in [])</td>
</tr>
<tr>
<td>-----------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>----------------------------------------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>-------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Heatwave Duration: Defined as the Average Number of Longest Annual Consecutive Days Spent Above the 95th Percentile of a Location's Historical Value (2000-2007)</td>
<td>Public Health</td>
<td>2-4 (2000-2007)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4-6 [9]</td>
</tr>
</tbody>
</table>
extreme high precipitation, and extreme high temperature. Past changes in the frequencies and intensities of extratropical and tropical storms have been difficult to quantify. Projections of future changes of these climate characteristics are uncertain, due to lack of complete knowledge of the climate system (as reflected in differences in the results of multiple GCMs) and of future GHG emissions, with the uncertainty growing over time. There is considerably less uncertainty in the projections early in the 21st century compared to later in the century. We can, however expect to see continued increases in sea levels, extreme precipitation, and extreme high temperatures in the future and we can provide quantitative estimates suitable for planning for many parameters. Even though we cannot quantify with confidence possible changes in storms, by using probabilities of existing storm surge conditions, we have developed useable projections of future coastal flood conditions. Given an emission scenario, changes in extreme temperature and precipitation are presented in most cases as ranges of future conditions while probabilistic estimates of sea level rise and coastal flooding elevations are presented.

Many of the uncertainties related to lack of complete knowledge of the climate system will decrease over time as more research is conducted. In addition, the range in possible GHG emission scenarios will also decrease over time if global agreements on emission targets are implemented. We recommend that the climate change and SLR projections in this report be updated at least every two years using the mechanism suggested in this report.
E. Appendix A

Existing projections

Two recent climate change adaptation studies for Boston infrastructure are among the few regional investigations to provide quantitative estimates of how river floods may change in the future. Table 1 summarizes the projections reported by BWSC (2015) and Bosma et al. (2016) for a range of recurrence intervals (2 through 100-year) and time horizons out to 2100. In general, these two sets of estimates characterize flood increases in the range of 5 to 30% over this century.

How good are these estimates? The Bosma et al. (2016) projections, which were done by using modeled increases in 24-hour design rainfall events as input to hydrologic/hydraulic models developed for other studies, depend on the quality of the precipitation estimates and the hydrologic/hydraulic models. Bosma et al. (2016) provides few details about either, but we know there can be large uncertainties when estimating precipitation extremes from climate models and hydrology/hydraulic models commonly have large parameter uncertainties. Furthermore, estimating floods with rainfall/runoff models always requires an assumption that is frequently incorrect: that a design rainfall event of a specified duration and recurrence interval (e.g., 10-year, 24-hour storm) produces a flood of the same recurrence interval.

Table 1: Estimated changes in flood magnitudes of specified recurrence intervals for rivers in Boston (percent).

<table>
<thead>
<tr>
<th></th>
<th>2030</th>
<th>2070</th>
<th>2051-2100</th>
<th>2100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10yr 25yr 100yr</td>
<td>10yr 25yr 100yr</td>
<td>10yr 25yr 100yr</td>
<td>2yr 25yr 100yr</td>
</tr>
<tr>
<td>Mystic(a)</td>
<td>7 9 9</td>
<td>14 17 20</td>
<td>22 7 5</td>
<td>7 13 15</td>
</tr>
<tr>
<td>Charles(b)</td>
<td>7 13 15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neponset(b)</td>
<td>12 23 27</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(a\)Flows are estimated from hydrologic and hydraulic models using 24-hour design storms estimated by the City of Cambridge climate change vulnerability project (Bosma et al., 2016). Precipitation increases for 2030 are in the range of 15% while increases for 2070 are about 30%.

\(b\)Flows are estimated via statistical models based on stream gage data of annual maximum daily flows and a 15% increase in precipitation (BWSC, 2015).

The BWSC (2015) report provides more information about how they estimated changes in floods associated with changes in climate. They analyzed historical stream gage data of annual maximum daily flows for seasonality and relationships with 2- and 3-day annual maximum rainfall. Based on these analyses, and their finding that the historical flood series are log-normally distributed, they used statistical models and an assumed 15% increase in precipitation to develop 1,000 year synthetic time series of flows from which they calculated flood magnitudes for specified recurrence intervals. Their description is detailed but not complete, precluding a thorough assessment of the method’s quality, but what is described suggests a number of potential technical errors that are not described here. Likely the most important weakness of the method is the reliance on an incorrect assumption that winter/spring floods in the Boston area are dominantly snowmelt-generated, a conclusion they drew erroneously from their seasonality analysis and a misreading of one of their references.

Collins et al. (2014) recently studied flood seasonality and generating mechanisms in the region using long flood records from watersheds minimally impacted by the confounding influences of changing land use and streamflow regulation. Their findings support the BWSC (2015) conclusion that floods in the Boston area occur most often in the winter (DJF) and spring (MAM), but they also clearly show that the dominant flood-generating mechanism in New England and Atlantic Canada is rainfall. Table 2 shows results from a subset of their study watersheds most analogous to the Boston region: rural areas of Connecticut and along the coast of New Hampshire, Maine, and Nova Scotia that are generally homogeneous with respect to flood seasonality and flood-generating mechanisms. Data from these twelve gages show that about 80% of annual floods in coastal areas are rainfall-generated (Table 2). When looking at only the top 5 annual floods in coastal watersheds in New England and Atlantic Canada, which correspond to floods ranging from 10 to 20-year recurrence intervals, we see that very large events are nearly exclusively produced by rainfall. Since data from these areas also show that winter/spring is the dominant flood season, it is clear that rain falling during leaf-off conditions on saturated soils and/or frozen ground frequently generates annual floods and sometimes the largest events (Figure 1 and Table 2). These conditions are not modeled by the BWSC (2015) method. Interestingly, there is a jump in the relative proportion of fall floods when you consider only the largest (top 5) floods in a subset
of four coastal US watersheds. This apparently reflects a greater occurrence of tropical cyclones, Ohio Valley lows, and multiple lows in this sample (Figure 1; Table 2).

Despite their known shortcomings, the BWSC (2015) and Bosma et al. (2016) estimates compare reasonably well with recent projections for high flows in minimally impacted, climate-sensitive watersheds in the region that employ more sophisticated streamflow simulation tools (Hodgkins and Dudley, 2013; Demaria et al., 2015). Importantly, these tools directly model how projected temperature changes may affect flood discharges, something not captured by either Boston study. It is important to remember, however, that increased model sophistication does not imply greater accuracy or reduced uncertainty. Indeed, greater sophistication generally requires estimating a larger number of model parameters which can increase the uncertainty (Serinaldi and Kilsby, 2015).

A study by Hodgkins and Dudley (2013) of four coastal Maine watersheds is most comparable to the Boston studies because these rivers have flood seasonality and generating mechanisms similar to those of coastal Massachusetts rivers and they evaluated changes to floods with recurrence intervals of 2 to 100 years. Using the USGS Precipitation-Runoff Modeling System (PRMS), they adjusted temperature and precipitation inputs to the four watershed models to cover a range of projected changes in these parameters for the northeast U.S. from nine Ocean-Atmosphere General Circulation Models (AOGCMs) and

<table>
<thead>
<tr>
<th>Coastal stations in US and Canada (12)a</th>
<th>Coastal stations in US only (4)b</th>
</tr>
</thead>
<tbody>
<tr>
<td>all annual floods&lt;sup&gt;c&lt;/sup&gt;</td>
<td>all annual floods</td>
</tr>
<tr>
<td>top 5&lt;sup&gt;c&lt;/sup&gt;</td>
<td>top 5</td>
</tr>
<tr>
<td>Great Lakes low</td>
<td>312 (0.44)</td>
</tr>
<tr>
<td>Coastal low</td>
<td>185 (0.26)</td>
</tr>
<tr>
<td>Ohio Valley low</td>
<td>90 (0.13)</td>
</tr>
<tr>
<td>Canada low</td>
<td>28 (0.04)</td>
</tr>
<tr>
<td>Multiple lows</td>
<td>29 (0.04)</td>
</tr>
<tr>
<td>Tropical cyclone</td>
<td>19 (0.03)</td>
</tr>
<tr>
<td>Other</td>
<td>42 (0.06)</td>
</tr>
<tr>
<td><strong>total</strong></td>
<td><strong>705 (1.00)</strong></td>
</tr>
<tr>
<td>MAM</td>
<td>474 (0.50)</td>
</tr>
<tr>
<td>DJF</td>
<td>297 (0.31)</td>
</tr>
<tr>
<td>SON</td>
<td>140 (0.15)</td>
</tr>
<tr>
<td>JJA</td>
<td>43 (0.05)</td>
</tr>
<tr>
<td><strong>total</strong></td>
<td><strong>954 (1.00)</strong></td>
</tr>
<tr>
<td>rain</td>
<td>716 (0.78)</td>
</tr>
<tr>
<td>rain-snowmelt</td>
<td>125 (0.14)</td>
</tr>
<tr>
<td>ROS&lt;sup&gt;f&lt;/sup&gt;</td>
<td>73 (0.08)</td>
</tr>
<tr>
<td>snowmelt</td>
<td>3 (0.00)</td>
</tr>
<tr>
<td><strong>total</strong></td>
<td><strong>917 (1.00)</strong></td>
</tr>
</tbody>
</table>

<sup>a</sup>Stations 1,4,6,9,12, 14, 15, 16, 17, 18, 19, and 22 shown on Figure 1 in Collins et al. (2014).

<sup>b</sup>Stations 1,4,6, and 9 from above.

<sup>c</sup>Parentheses show the relative proportions per category.

<sup>d</sup>Seasonal occurrence is classified for all annual floods in our data series (954) but the total number of floods available for synoptic (705) and generating mechanism (917) classification was limited by analysis period (1949-2006) and station availability, respectively.

<sup>e</sup>Top 5 floods are from the period 1949-2006 (the period for which we have synoptic data) and are reduced by station availability for the generating mechanism category.

<sup>f</sup>ROS = rain-on-snow; see Collins et al. (2014) for how ROS is distinguished from rain-snowmelt.
three emissions scenarios: B1, A2, and A1FI. They modeled 20 combinations of temperature and precipitation changes, including no change, based on five possible temperature changes and four possible total annual precipitation changes, respectively, by the end of the 21st Century: -3.6 °F (-2 °C), no change, +3.6 °F (+2 °C), +7.2 °F (+4 °C) to +10.8 °F (+6 °C); -15%, no change, +15%, and +30%. Summarized in Table 3 are the modeled combinations that are most likely to occur in the region given projected temperature and precipitation changes presented by Walsh et al. (2014) and Thibeault and Seth (2012).

For the mid-range estimates of precipitation and temperature change, Hodgkins and Dudley project that floods with 2-year recurrence intervals will increase in magnitude by approximately 2 to 17 percent (Table 3). Their mid-range estimates for the 100-year recurrence interval event are -10 to 35 percent. They attribute projected flood magnitude decreases to scenarios where precipitation increases are not sufficient to counteract diminished snowpack from increased temperatures. Though we have shown that annual floods in this region are dominantly produced by rainfall, approximately 20% of annual floods at coastal New England gages are influenced by snowpack and thus their projections for flood magnitude decreases for these scenarios are plausible (Table 2).

Demaria et al. (2015) also estimate changes in high flows, and flood-relevant parameters like antecedent moisture conditions, in climate-sensitive New England watersheds. They make their projections using a bias corrected, statistically downscaled CMIP5 ensemble and the Variable Infiltration Capacity (VIC) hydrologic model. Like the PRMS models used by Hodgkins and Dudley (2013), the VIC model is forced by precipitation and temperature inputs. They compared model projections for a mid-range representative concentration pathway (RCP 4.5) and a high scenario (RCP 8.5) at two time periods: historical (1951-2005) and mid-century (2028-2082). Most relevant to potential changes in Boston-area river floods are the following projections:
Upward trends in annual maximum 5-day precipitation, their proxy for antecedent moisture conditions, over the period 2028-2082 for RCP 4.5 and 8.5 (the most proximal gage to Boston shows this trend as significant at 0.05 for both RCPs)

- Upward trends in 3-day high flows over the period 2028-2082 for coastal New England; RCP 4.5 is not significant, but the RCP 8.5 scenario shows proximal stations significant
- Comparison between the historical period and the mid-century projection (2028-2082) shows a mix of moderate increases and weak decreases in the magnitude of 100-year, 3-day high flows in coastal southern New England for RCP 4.5 and weak to moderate increases (~10-20%) for RCP 8.5
- Comparison between historical period and mid-century projection (2028-2082) shows the ensemble mean frequency (events/year) of daily flows above the 90th baseline percentile increasing by 11.7 - 18.5% for RCP 4.5 and 18.7 – 19.1% for RCP 8.5;

Demaria et al. (2015) report that their model validation showed streamflow extremes were generally underestimated by the VIC model.

**Best estimates for Boston rivers**

Based on the information reviewed here, we estimate hydroclimatic changes in small floods, design floods, and flood frequency (counts per year) as shown in Table 4 for mid- and late-century. We rely heavily on Hodgkins and Dudley (2013) for design flood projections because they provide percent increases in design floods, they evaluate climate-sensitive watersheds with minimal urbanization effects, they model the important influence of temperature, and their estimates bracket the ranges given by BWSC (2015) and Bosma et al. (2016). The frequency projections (counts/year) are strongly informed by the Demaria et al. (2015) study of minimally impacted watersheds.

We chose the design flood projections shown in italics in Table 3. The Hodgkins and Dudley (2013) scenarios for a combined temperature and precipitation increase of 7.2 ºF and 15%, respectively, roughly correspond to the temperature and precipitation increases projected by Demaria et al. (2015) for the period 2028-2082 (mid-century) under RCP 8.5. The scenarios for a combined temperature and precipitation increase of 10.8 ºF and 30%, respectively, roughly correspond to increases projected by Walsh et al. (2014) for the late-century period 2071-2099 under RCP 8.5. Because a 30% annual precipitation increase exceeds the Walsh et al. (2014) high-end estimate for late century by about 10%, and other annual or seasonal estimates for precipitation increases we have seen (e.g., Thibeault and Seth, 2014), we believe our late-century best estimates may be conservative (too high). In general, our best estimates are probably conservative since they roughly correspond to RCP 8.5 scenarios, but we think this is appropriate given the planning context.

Our mid-century best estimates are broadly supported by historical trends in regional floods. Collins (2009) found an average increase in annual flood magnitudes of about 25% for 28 climate-sensitive stations across New England. At 7 stations with significant upward trends and evidence for step increases around 1970, comparisons of 2-year recurrence interval flood estimates for the pre- and post-1970 periods showed changes ranging from 14 to 63%. Comparing the same early and late periods
for 100-year recurrence interval floods showed changes ranging from -13 to 44%. Armstrong et al. (2012) also documented increases in the numbers of floods occurring each year in New England. These studies analyzed long flood records with average record lengths of about 70 years ending in 2006—a time period with regional increases in average and extreme precipitation of magnitudes similar to those projected for the mid-21st century (Thibeault and Seth, 2014; Walsh et al., 2014, Demaria et al., 2015; Kunkel and Frankson, 2015). Temperature increases over this period, however, were more modest than future projections (Walsh et al., 2014), which may partially explain why historical increases in 2- and 100-year floods range higher than mid-century projections.

Supporting the higher side of our estimates for flood magnitude increases is the expectation that annual precipitation increases will be driven mostly by precipitation in the winter and spring (Thibeault and Seth, 2014; Walsh et al., 2014; Demaria et al., 2015), the primary flood-producing seasons in coastal New England. Also, in addition to projected upward trends in annual maximum 5-day precipitation (Demaria et al., 2015), there is other information that suggests increased incidence of wet antecedent moisture conditions. Thibeault and Seth (2014) project 3% increases in consecutive wet days by 2041-2070 and 5.5% increases by 2071-2099. However, they also project modest increases in consecutive dry days of about 2.5% and 5% by 2041-2070 and 2071-2099, respectively, suggesting a greater incidence of dry antecedent conditions during some times of the year. Walsh et al. (2014) also project modest increases in consecutive dry days. Without knowing more information about the seasonality and sequencing of these changes to antecedent soil moisture conditions, it is difficult to know whether they will be compensating or have a net effect on flood magnitude and frequency.

Changes in the phenology of deciduous plants may damp factors promoting flood increases by extending the period of time that leaves are available to intercept falling precipitation and deplete soil moisture via transpiration. Earlier spring leaf-out in the Boston area, which typically occurs during the last half of the flood-rich MAM period (Figure 1), will mitigate increased spring precipitation. Also, a delayed senescence in the fall will similarly impact the onset of the winter flood season, which really begins in the last half of fall in coastal New England (SON; Figure 1).

It is important to acknowledge that these projections are best estimates based on a literature review of a very small number of projections (4), one of which has flawed assumptions and potentially other methodological issues. These projections are subject to large uncertainties, as described above, that are associated with climate model simulation of extreme precipitation, downscaling, and flood modeling. The uncertainties derive from limitations in our ability to model known processes and/or our understanding of the processes themselves. For example, we know that antecedent conditions affecting infiltration (plant interception and transpiration, precipitation frequency, frozen soil, etc.) are very important for flooding. Yet, we do not know many details of these processes and our ability to model them is imperfect. We know by inference from studies by Collins et al. (2014) and others that rain on frozen ground without significant snow cover is an important flood-generating process in New England. But we do not know the relative importance of that process compared to rain on saturated soils, also a common condition in coastal New England in the winter and early spring. Furthermore, Hodgkins and Dudley (2013) were not able to explicitly model how changes in temperature affect frozen ground conditions in their watersheds, and thus future floods, because PRMS did not offer that functionality at the time of their study (R. Dudley, personal communication). We therefore recommend that our estimates for flood magnitude and frequency changes should be revisited and revised as significant advances are made in understanding flood-generating processes and modeling them.

**Table 4:** Best estimates for changes in river floods (percent) in Boston associated with anticipated climate changes.

<table>
<thead>
<tr>
<th></th>
<th>2028-2082</th>
<th>2071-2099</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small floods (e.g., 2-year RI)</td>
<td>0 to 20</td>
<td>20 to 50</td>
</tr>
<tr>
<td>Design floods (e.g., 100-year)</td>
<td>-10 to 35</td>
<td>15 to 70</td>
</tr>
<tr>
<td>Flood frequency (counts/year)</td>
<td>increases</td>
<td>increases</td>
</tr>
</tbody>
</table>

for 100-year recurrence interval floods showed changes ranging from -13 to 44%. Armstrong et al. (2012) also documented increases in the numbers of floods occurring each year in New England. These studies analyzed long flood records with average record lengths of about 70 years ending in 2006—a time period with regional increases in average and extreme precipitation of magnitudes similar to those projected for the mid-21st century (Thibeault and Seth, 2014; Walsh et al., 2014, Demaria et al., 2015; Kunkel and Frankson, 2015). Temperature increases over this period, however, were more modest than future projections (Walsh et al., 2014), which may partially explain why historical increases in 2- and 100-year floods range higher than mid-century projections.

Supporting the higher side of our estimates for flood magnitude increases is the expectation that annual precipitation increases will be driven mostly by precipitation in the winter and spring (Thibeault and Seth, 2014; Walsh et al., 2014; Demaria et al., 2015), the primary flood-producing seasons in coastal New England. Also, in addition to projected upward trends in annual maximum 5-day precipitation (Demaria et al., 2015), there is other information that suggests increased incidence of wet antecedent moisture conditions. Thibeault and Seth (2014) project 3% increases in consecutive wet days by 2041-2070 and 5.5% increases by 2071-2099. However, they also project modest increases in consecutive dry days of about 2.5% and 5% by 2041-2070 and 2071-2099, respectively, suggesting a greater incidence of dry antecedent conditions during some times of the year. Walsh et al. (2014) also project modest increases in consecutive dry days. Without knowing more information about the seasonality and sequencing of these changes to antecedent soil moisture conditions, it is difficult to know whether they will be compensating or have a net effect on flood magnitude and frequency.

Changes in the phenology of deciduous plants may damp factors promoting flood increases by extending the period of time that leaves are available to intercept falling precipitation and deplete soil moisture via transpiration. Earlier spring leaf-out in the Boston area, which typically occurs during the last half of the flood-rich MAM period (Figure 1), will mitigate increased spring precipitation. Also, a delayed senescence in the fall will similarly impact the onset of the winter flood season, which really begins in the last half of fall in coastal New England (SON; Figure 1).

It is important to acknowledge that these projections are best estimates based on a literature review of a very small number of projections (4), one of which has flawed assumptions and potentially other methodological issues. These projections are subject to large uncertainties, as described above, that are associated with climate model simulation of extreme precipitation, downscaling, and flood modeling. The uncertainties derive from limitations in our ability to model known processes and/or our understanding of the processes themselves. For example, we know that antecedent conditions affecting infiltration (plant interception and transpiration, precipitation frequency, frozen soil, etc.) are very important for flooding. Yet, we do not know many details of these processes and our ability to model them is imperfect. We know by inference from studies by Collins et al. (2014) and others that rain on frozen ground without significant snow cover is an important flood-generating process in New England. But we do not know the relative importance of that process compared to rain on saturated soils, also a common condition in coastal New England in the winter and early spring. Furthermore, Hodgkins and Dudley (2013) were not able to explicitly model how changes in temperature affect frozen ground conditions in their watersheds, and thus future floods, because PRMS did not offer that functionality at the time of their study (R. Dudley, personal communication). We therefore recommend that our estimates for flood magnitude and frequency changes should be revisited and revised as significant advances are made in understanding flood-generating processes and modeling them.
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**Appendix A**


Climate Ready Boston is an initiative led by the City of Boston in partnership with the Green Ribbon Commission to develop resilient solutions which will prepare our city for climate change.

Resilient solutions for buildings, infrastructure, environmental systems, and residents will ensure Boston continues to prosper in the face of long-term climate uncertainties.